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ABSTRACT

In an effort to better understand thermal behavior and particle yields in p-p collisions we re-

cast the problem using the language of quantum information. In the last 50 years physicists

have successfully used the parton model, to describe particle collisions. In the parton model

the proton is put into a high momentum frame in which constituents are viewed as quasi-

free. The proton wavefunction, described by quantum chromodynamics, exhibits a coherent

superposition of quantum states and maintains unitary evolution, suggesting it is a pure

quantum state. This pure state of quasi-free particles can be achieved through entanglement

of the proton’s constituents. We seek to show that this entanglement in the initial-state

has a measurable effect on the evolution of the system and is the driving mechanism behind

the thermal-like behavior and particle yields observed in the final-state. Recent theoreti-

cal predictions and experimental observations have demonstrated that entanglement in the

initial state could survive in a strongly coupled system. Under this assumption we make

a comparison between the distribution of information (parton number) in the initial state

to the distribution of information (hadron number) in the final state. A comparison is also

made between the entanglement entropy derived from the initial-state distribution and the

thermodynamic-like Shannon entropy in the final-state distribution. Final-state distribu-

tions are extracted from experimental data collected using A Large Ion Collider Experiment

(ALICE) at the Large Hadron Collider (LHC). In making this comparison between the initial

and final state we observe a strong correspondence between the information in both states.

On one hand, the comparison of moments calculated from an entangled Color Glass Conden-

sate model with measured moments shows agreement in the spread of information between

the two systems. On the other hand, calculations of entropy, which quantify the disorder of

information, also show a consistent agreement. This correspondence in information spread

and entropy gives a strong indication that entanglement survives the systems evolution and

has a direct influence on the final state particle yields.
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Chapter 1

Background and Motivation

This first chapter is meant to establish the theoretical framework and motivation behind

measuring information and entanglement in p-p collisions. In it we will describe the current

understanding of proton structure and QCD evolution and how this understanding can be

further developed using the language of quantum information. We will motivate this ap-

proach with a series of experimental results involving collision systems, strongly interacting

matter, and entanglement.

1.1 Entanglement

The concept of quantum entanglement was first proposed by Albert Einstein, Boris Podol-

sky, and Nathan Rosen in their 1935 paper, often referred to as the EPR paradox [1]. This

concept was further developed and named ”entanglement” by Erwin Schrödinger in the

same year [2]. Entanglement was a mathematical consequence of the non-separability of

the wavefunction in composite quantum systems as described by the formalism of quantum

mechanics. Einstein proposed the idea in the form of an apparent paradox described by a

thought experiment:

1



In the thought experiment we consider two particles, each with a single degree of freedom

exhibiting two possible states. The rules of quantum mechanics dictate that each of these

particles exists in a superposition of the two states. The value of the state is deterministic

only through an exchange of information in the form of a measurement. We then organize

the wave functions of the particles such that they form a coherent state. In this state we

can perform a measurement on one particle, collapsing the wavefunction, and immediately

know the state of the other, thus collapsing its wavefunction instantaneously.

An instantaneous exchange of information between the two particles clashed with Ein-

stein’s theories of causality and locality. Classically, information is stored and transferred

through mediums and fields associated with energy distributions, such as electromagnetic

fields. All of these fields are subject to Einsteins rules stating that nothing can travel faster

than the speed of light. But the EPR paradox showed an exchange of information infinitely

faster than the speed of light.

Schrödinger further defined the concept of entanglement, emphasizing its fundamental

role in quantum mechanics. He highlighted that entangled particles exhibit correlations

that cannot be explained by classical physics. Schrödinger’s work laid the groundwork for

understanding the profound implications of entanglement, which later became a cornerstone

of quantum information theory.

”When two systems enter into temporary physical interaction due to known forces

between them, and when after a time of mutual influence the systems separate

again, then they can no longer be described in the same way as before. I would

not call that one but rather the characteristic trait of quantum mechanics, the

one that enforces its entire departure from classical lines of thought. By the

interaction the two systems have become entangled.”

— Erwin Schrödinger [3]
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1.1.1 A classic example

Perhaps the simplest way to understand quantum entanglement is through an example

involving the the spin states of electrons. Spin is intrinsic angular momentum found in

elementary particles which takes quantized values. Fermions are particles with half-integer

spins, meaning that the magnitude of their spin in natural units is a half-integer, e.g., 1
2
, 3
2
, 5
2
,

and so on. Electrons are an example of a fermion with spin equal to 1
2
. An electron’s measured

spin can take one of two distinct values: 1
2
, (which we call spin up) or −1

2
, (spin down). A

free electron exists in a superposition of these two degrees of freedom: spin up and spin down.

All the information about the particle’s spin state is contained in the wavefunction. In the

formalism of quantum mechanics, i.e., bra-ket notation, we can represent this wavefunction

of the spin Hilbert space as follows:

|Ψ⟩ = A| ↑⟩+B| ↓⟩ (1.1)

where A represents the probability amplitude of the particle being in a spin-up state once

measured, and B represents the probability amplitude of the particle being in a spin-down

state once measured. It is important to understand that the electron’s state is simultaneously

spin up and spin down before it is measured. This is proven in experiments like the Stern-

Gerlach experiment [4].

Now let us imagine a state consisting of two electrons. This system of two particles would

be represented by taking a tensor product of the two wavefunctions:

|Ψ1⟩ ⊗ |Ψ2⟩ = |Ψ1,Ψ2⟩ = A| ↑, ↑⟩+B| ↑, ↓⟩+ C| ↓, ↑⟩+D| ↓, ↓⟩ (1.2)

where A represents the probability amplitude of both particles being in a spin-up state, B

represents the probability amplitude of the first particle being in a spin-up state and the
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second being in a spin-down state, and so on. Up to now, we have used a notation commonly

used in quantum mechanics called bra-ket notation, where each state is represented by a bra

⟨| or a ket |⟩. We can also represent this sort of system in a matrix notation where states are

represented by matrices whose elements are the probability amplitudes. This representation

is far more useful when dealing with many particles and/or many-state systems. In the

matrix representation, equation (2) would look like this:

|Ψ1⟩ ⊗ |Ψ2⟩ = ρ =

A B

C D

 (1.3)

This represents a projection of the density matrix often denoted as ρ. The density matrix

describes how the density of states is distributed in the given basis (in this case the spin

state basis). In general, a density matrix can describe any type of state, including continuous

states, and can include any number of particles. As the number of particles and the number

of states each particle can take increases, the dimensionality of the matrix increases.1 The

off-diagonal elements of the matrix (in equation (3), these would be B and C) represent

coherent or entangled states, meaning more than one quantum state is represented.

Going back to our previous example of two electrons, it is not hard to imagine a situation

in which A and D are equal to 0. In many quantum systems the Pauli exclusion principle

applies, which forbids two identical particles from occupying the same state. In this case,

the density matrix becomes:

Ψ =

0 B

C 0

 (1.5)

1The more relevant degrees of freedom (or basis) exist the more complex the density matrix becomes.
The full density matrix is a convolution of the density matrices in each basis, for example if both spin and
charge are relevant degrees of freedom:

ρ = ρspin ⊗ ρcharge (1.4)
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This is an example of a completely entangled state because we can no longer separate the

wave function of these two particles into a tensor product of two distinct states. This means

that the physical act of measuring one particle affects the probability distribution of the

system. If I measure the state of one particle, I know the state of the other particle without

measuring it because its spin orientation will be opposite.

Figure 1.1: Diagram of the experimental setup Aspect and company used to make one of
the first measurements of entanglement [5]

One of the most iconic experiments which verified this very concept was done by Alain

Aspect, Philippe Grangier, and Gérard Roger in 1982 [5]. By measuring the polarization

state of paired photons generated coherently (entangled) they demonstrated experimental

evidence of entanglement.

1.1.2 Decoherence

Decoherence is a fundamental process in quantum mechanics that describes the loss of en-

tanglement, or coherence, in a quantum system due to its interaction with the environment.

This phenomenon explains the transition from quantum behavior to classical behavior, pro-

viding insight into the measurement problem and the apparent collapse of the wavefunction.
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Mechanism of Decoherence

In quantum mechanics, a system is described by a density matrix ρ. When a system

interacts with its environment, the total system-environment state can be described by the

combined density matrix ρSE. The reduced density matrix of the system is obtained by

tracing out the environmental degrees of freedom:

ρS = TrE(ρSE). (1.6)

If the initial state of the system is a pure state ψS, interaction with the environment typically

leads to an entangled state between the system and the environment. The reduced density

matrix ρS then represents a mixed state, reflecting the loss of coherence [6].

Decoherence Time

The timescale over which decoherence occurs is called the decoherence time, td. This

timescale is often much shorter than the relaxation time, tr, which is the timescale for

energy exchange between the system and the environment. Decoherence time depends on

various factors such as the strength of the system-environment interaction, the density of

environmental states, and the temperature. A rough estimate of the decoherence time can

be given by:

td ∼
ℏ
λ
, (1.7)

where λ represents the interaction strength between the system and the environment [6]. 2

2In our case of strongly interacting partons this interaction strength becomes extremely large making the
decoherence time near 0. However, certain theoretical approaches show this proportionality may break down
in some exotic states of matter, like color glass condensate discussed later in this chapter.
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Decoherence in Quantum Systems

Decoherence plays a crucial role in various quantum systems and processes:

• Quantum Computing: Decoherence is a major challenge in maintaining quantum

coherence in qubits, thereby affecting the reliability and performance of quantum com-

puters.

• Quantum Measurements: Decoherence provides a mechanism for the apparent col-

lapse of the wavefunction, as the system becomes entangled with the measuring appa-

ratus and the environment, leading to classical outcomes.

• Macroscopic Systems: Decoherence explains why macroscopic objects do not exhibit

quantum superpositions, as they are continuously interacting with their environments,

leading to rapid decoherence.

Implications

Decoherence not only bridges the gap between quantum and classical worlds but also

provides profound insights into the nature of quantum measurements. Decoherence involves

a loss of information contained in the system to the environment. This information loss causes

an entropy increase in the system and a local rise in temperature. Landauer quantified the

lower limit on heat generated due to the loss of one bit of information as [7]:

Q = kBT ln 2, (1.8)

Where Q represents the generated heat, kB represents the Bolzmann constant, and T repre-

sents the temperature of the thermal reservoir. 3

3In the context of hadronic interactions, which are purely quantum phenomenon, decoherence in the
initial-state gives rise to the thermal-like behavior that follows. Quantifying the level of decoherence should
allow us to extract a lower bound on the produced systems temperature.
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1.1.3 Entanglement entropy

Entanglement entropy is a crucial concept in quantum information theory and quantum

many-body physics. It quantifies the degree of entanglement between partitions of the whole.

In a system of maximally entangled particles one can define an entropy between any two

partitions of the Hilbert space and the entropies will be equal to one another, giving the

entire system an entropy of 0. This is due to the fact that the system is pure and information

is shared between all constituents. An interaction can occur in which a portion of the

system interacts with the environment and loses coherence with the remaining elements of the

system. Such an interaction will give rise to a non-zero entanglement entropy proportional

to the loss in information between the system and the subsystem (or the information gained

by the environment, depending on how one looks at it).

Von Neumann Entropy

The most commonly used measure of entanglement entropy is the von Neumann entropy.

For a given pure state ρ:

ρ =
∑
i

λiρAi
⊗ ρBi

, (1.9)

Where A and B represent two partitioned domains of the coherent state, and λi represent the

Schmidt coefficients [8]. The reduced density matrix of subsystem A is obtained by tracing

out the degrees of freedom of subsystem B: The von Neumann entropy SA is defined as

SA = −Tr(ρA log ρA). (1.10)

This entropy quantifies the amount of quantum information shared between subsystems A

and B. For the pure states, SA = SB due to the symmetry of the bipartite system.
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Properties of Entanglement Entropy

Entanglement entropy possesses several important properties:

• Positivity: SA ≥ 0.

• Symmetry: For a pure state ρ, SA = SB.

• Subadditivity: For a tripartite system A, B, and C, SA∪B ≤ SA + SB.

• Triangle Inequality: |SA − SB| ≤ SA∪B.

Entanglement in Quantum Field Theory

In quantum field theory (QFT), the concept of entanglement entropy can be extended

to continuous systems. For a given region A in spacetime, the entanglement entropy is

calculated by partitioning the Hilbert space into the degrees of freedom inside and outside

A. The reduced density matrix ρA is obtained by tracing out the field degrees of freedom

outside A. The resulting von Neumann entropy provides insights into the entanglement

structure of the quantum fields.

Applications and Implications

Entanglement entropy has profound implications in various areas of physics:

• Quantum Information: It quantifies the resources required for quantum communi-

cation and computation [7].

• Condensed Matter Physics: Entanglement entropy helps characterize different

phases of matter, especially in topological phases and critical systems [9].
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• Quantum Gravity: The holographic principle and the AdS/CFT correspondence

relate the entanglement entropy of a conformal field theory to the geometry of a dual

gravitational theory [10].

Understanding entanglement entropy is fundamental for exploring the intricate connections

between quantum mechanics, information theory, and the geometry of spacetime.

This work will provide a unique example showing how entanglement entropy, generated

in the early stages of particle collisions, maps to a thermodynamic-like entropy in the final

measured state.

1.2 Standard Model

The Standard Model of particle physics is a comprehensive theory that describes the

fundamental particles and their interactions, except for gravity. It successfully unifies the

electromagnetic, weak, and strong forces within a single framework, providing an accurate

description of a wide range of experimental phenomena. This section provides a detailed

overview of the Standard Model, covering its theoretical foundations, particle content, inter-

actions, and experimental validation.

1.2.1 Theoretical Foundations

The Standard Model is based on the principles of quantum field theory and gauge invari-

ance. It is a gauge theory with the gauge group:

SU(3)C × SU(2)L × U(1)Y , (1.11)

where SU(3)C represents the strong interaction (quantum chromodynamics, QCD), SU(2)L

represents the weak interaction, and U(1)Y represents the hypercharge associated with the
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Figure 1.2: The Standard Model of Particle physics [11]

electromagnetic interaction [12]. In a gauge theory, symmetry groups define the invariances

under certain transformations that the fields of the theory must respect. These groups govern

the interactions between particles, ensure conservation laws, and define the fundamental

forces observed in nature.

Gauge Symmetry and the Lagrangian

The Standard Model Lagrangian can be divided into several parts described below [13]:
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Gauge Field Terms The gauge field terms describe the dynamics of the gauge bosons

associated with the the strong interaction (gluons), weak interaction (W and Z bosons), and

the electromagnetic interaction (photons):

Lgauge = −1

4
Ga

µνG
aµν − 1

4
W i

µνW
iµν − 1

4
BµνB

µν , (1.12)

where Ga
µν , W

i
µν , and Bµν are the field strength tensors for the SU(3)C , SU(2)L, and U(1)Y

gauge fields, respectively.

Fermion Terms The fermion terms describe the kinetic and mass terms for the quarks

and leptons:

Lfermion =
∑
f

ψ̄f (iγ
µDµ −mf )ψf , (1.13)

where ψf represents the fermion fields, γµ are the Dirac matrices, Dµ is the covariant deriva-

tive, and mf are the fermion masses.

Higgs Field Terms The Higgs field gives mass to the fermions and W and Z bosons. Its

terms describe the dynamics of the Higgs boson and its interactions with other fields:

LHiggs = (Dµϕ)†(Dµϕ)− V (ϕ), (1.14)

where ϕ is the Higgs field, and V (ϕ) is the Higgs potential, given by:

V (ϕ) = µ2ϕ†ϕ+ λ(ϕ†ϕ)2. (1.15)

Interaction Terms The interaction terms describe the couplings between the fermions,

gauge bosons, and the Higgs field. For example, the Yukawa interactions between the Higgs
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field and the fermions are given by:

LYukawa = −
∑
f

yf ψ̄fϕψf , (1.16)

where yf are the Yukawa coupling constants [14].

1.2.2 Particle Content

The Standard Model includes a variety of fundamental particles, categorized into three

main groups: gauge (vector) bosons, fermions, and the Higgs (scalar) boson.

Gauge Bosons

Gauge bosons are vector bosons that act as the force carriers of the Standard Model.

They mediate the fundamental interactions between the particles:

• Photon (γ): Mediates the electromagnetic interaction.

• W and Z Bosons (W±, Z): Mediate the weak interaction.

• Gluons (g): Mediate the strong interaction. There are eight gluons corresponding to

the SU(3)C gauge group.

Fermions

Fermions are the matter particles of the Standard Model. They are divided into quarks

and leptons, each coming in three generations:

• Quarks:

– First Generation: Up (u), Down (d)
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– Second Generation: Charm (c), Strange (s)

– Third Generation: Top (t), Bottom (b)

• Leptons:

– First Generation: Electron (e), Electron Neutrino (νe)

– Second Generation: Muon (µ), Muon Neutrino (νµ)

– Third Generation: Tau (τ), Tau Neutrino (ντ )

Each fermion has a corresponding antiparticle with opposite charge.

Higgs Boson

Higgs boson is a scalar particle responsible for giving mass to the W and Z bosons and

fermions through the Higgs mechanism. Its discovery at the LHC in 2012 was a significant

milestone in confirming the Standard Model [15].

1.2.3 Experimental Validation

The Standard Model has been extensively validated through numerous experiments. Key

achievements include the discovery of the Higgs boson, precision measurements of the prop-

erties of the gauge bosons, and the verification of the predicted particle interactions.

Collider Experiments

High-energy collider experiments, such as those conducted at the LHC, have been crucial

in testing the Standard Model. The discovery of the Higgs boson and the measurement of its

properties are among the most significant results. Additionally, precise measurements of the

electroweak parameters, such as the masses and couplings of the W and Z bosons, provide

stringent tests of the Standard Model [16].
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Neutrino Experiments

The standard model while powerful is far from complete. Aside from failing to describe

phenomena like gravity, and dark matter, the study of neutrino oscillations contradicts the

original formulation of the standard model. Neutrino oscillation experiments have provided

evidence for neutrino masses and mixing, which are not accounted for in the Standard

Model [17]. These results suggest the need for an extension of the Standard Model.

1.3 Proton structure

Figure 1.3: Argonne National Laboratory. ”3D Structure of Protons and Neutrons.” Ar-
gonne National Laboratory, U.S. Department of Energy, n.d., https://www.anl.gov/phy/3d-
structure-of-protons-and-neutrons.

The proton was discovered in 1917 by Ernest Rutherford [18]. During that time the

proton was thought to be an elementary particle. This misconception was understandable

given that the proton is stable, and exhibits unitary charge and 1/2 spin in natural units,

making it a pure quantum state. It was later discovered that the proton was not elementary
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but did in fact have a complex substructure described by the parton model. This complex

internal structure can be probed through various high-energy experiments, providing insights

into Quantum Chromodynamics (QCD) and the behavior of strongly interacting particles.

1.3.1 Parton Model

The parton model was first proposed by Richard Feynman in a series of lectures and

subsequently in a published paper in 1969 [19]. This model places the proton in a high

momentum frame in which it is Lorentz contracted into a pancake-like object. In this frame,

the proton can be described by a collection of point-like constituents called partons. These

partons include quarks and gluons, which carry the momentum and quantum numbers of

the proton. The parton model successfully explained the scaling behavior observed in deep

inelastic scattering experiments, where electrons were scattered off protons, revealing the

substructure within the proton. This was a significant step towards the development of

Quantum Chromodynamics (QCD), the theory describing the strong interactions between

quarks and gluons. The pioneering experiments by Friedman, Kendall, and Taylor provided

the first experimental evidence for the parton substructure of protons [20, 21], fundamen-

tally changing our understanding of particle physics and laying the groundwork for future

discoveries in the field.

1.3.2 Parton Content

The distribution of partons which influence the protons wavefunction is dependent on

the energy scale (Q2) at which the proton is probed and is typically given as a function on

the relative momentum carried by each parton (x).
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Figure 1.4: Distribution of each parton contribution to the protons wave function at Q2 = 10
GeV 2 according to [22]

Valence Quark Contribution

Valence quarks are the primary constituents of the proton and contribute significantly

to its quantum numbers, such as charge and baryon number. The proton consists of two up

quarks and one down quark, giving it a net charge of +1. While valence quarks contribute

to the proton’s spin, their spins alone do not account for the total spin of 1/2. The spin

structure of the proton is more complex, involving not just the valence quarks but also

contributions from sea quarks and gluons. The dynamics and interactions among these

components contribute to the overall spin of the proton through both intrinsic spin and
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orbital angular momentum.

Sea Quark Contribution

Sea quarks, which are transient quark-antiquark pairs generated by quantum fluctuations,

play a crucial role in the proton’s internal dynamics. While they do not define the proton’s

primary quantum numbers, they contribute to its mass and influence its spin structure.

The contribution of sea quarks to the proton’s spin is complex, as they participate in the

intricate interactions mediated by gluons. These interactions add to the overall spin and

momentum distributions within the proton, revealing the deep and dynamic structure of

quantum chromodynamics.

Gluon Contribution

Gluons, the carriers of the strong force, are vital in binding quarks together within the

proton. They are massless and electrically neutral but play a significant role in the proton’s

mass and spin. Gluons contribute to the proton’s spin through their intrinsic spin and the

orbital angular momentum of the quarks and gluons. This contribution is crucial, as gluons

mediate the interactions that hold the proton together and thus significantly impact its

internal dynamics and observable properties.

1.4 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction, one of the four

fundamental forces in nature. It describes the interactions between quarks and gluons, the

fundamental constituents of hadrons, such as protons and neutrons. QCD is a non-Abelian

gauge theory based on the symmetry group SU(3)C , where the subscript C stands for color

charge, the equivalent of electric charge in Quantum Electrodynamics (QED).
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1.4.1 The QCD Lagrangian

The QCD Lagrangian describes the dynamics of quarks and gluons. It is given by:

LQCD =
∑
f

ψ̄f (iγ
µDµ −mf )ψf −

1

4
Ga

µνG
aµν , (1.17)

where ψf represents the quark field of flavor f , mf is the quark mass, Dµ is the covariant

derivative, and Ga
µν is the gluon field strength tensor. The covariant derivative Dµ and the

gluon field strength tensor Ga
µν are defined as:

Dµ = ∂µ − iαsT
aAa

µ, (1.18)

Ga
µν = ∂µA

a
ν − ∂νA

a
µ + αsf

abcAb
µA

c
ν , (1.19)

where αs is the QCD coupling constant, T a are the generators of SU(3)C , A
a
µ are the gluon

fields, and fabc are the structure constants of SU(3)C [12].

1.4.2 Asymptotic Freedom and Confinement

QCD exhibits two remarkable properties: asymptotic freedom and confinement. Asymp-

totic freedom implies that at high energies (short distances), the interaction between quarks

becomes weaker, allowing quarks to behave as nearly free particles. This was discovered by

Gross, Wilczek, and Politzer in 1973 and is a key feature of QCD [23, 24]. The running of

the strong coupling constant αs(Q
2) with the energy scale Q2 is given by [25]:

αs(Q
2) =

4π

β0 ln(Q2/Λ2)
(1.20)

where β0 is the beta function coefficient and Λ is the QCD scale parameter.
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Figure 1.5: Coupling constant as a function of the energy scale Q [25]. Averaging over each
of the results gives a baseline coupling constant at the energy scale of the Z boson mass
equal to about 0.1189

Confinement, on the other hand, means that quarks and gluons cannot exist as free

particles at low energies (large distances). They are permanently confined within hadrons.

A consequence of confinement in QCD is that particles form color-neutral states. Overcoming

this confinement requires high energy densities, but this system is short-lived, making the

direct detection of colored objects impossible within our current experimental capabilities.

This property is not yet fully understood analytically, but it is supported by lattice QCD

calculations and experimental observations [26].

1.4.3 Phases of QCD Matter

QCD predicts different phases of matter depending on temperature and baryon density.

The QCD phase diagram, which maps the different phases of QCD matter, is an active area

of research.
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Figure 1.6: Phases diagram of QCD matter in the baryonic chemical potential and temper-
ature plane [27].

At high temperatures or densities, quarks and gluons are expected to exist in a deconfined

state known as the Quark-Gluon Plasma (QGP). The transition can be thought of as a

melting of hadronic matter (like protons) into a fluid like state. This state of matter is

believed to have existed in the early universe shortly after the Big Bang and can be recreated

in heavy-ion collisions at facilities like the Large Hadron Collider (LHC) and the Relativistic

Heavy Ion Collider (RHIC).

The phase transition from hadronic matter to QGP is studied using lattice QCD simu-

lations. The transition temperature is found to be Tc ≈ 158 MeV at µB = 0 [28]. This has
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been experimentally studied in high energy hadronic collisions.

We hope to better understand the behavior of entanglement in these different phases

of matter, and across phase transitions where there is a defined change in the degrees of

freedom.

1.4.4 Matter Generation in Scattering Processes

We understand from Einsteins famous equation E = mc2 that energy can be converted

into matter [29]. Collision systems behave as matter factories converting energy from the

collision into matter in the form of particles. Quantum Chromodynamics (QCD) plays a

crucial role in understanding particle production in both hadronic interactions and interac-

tions such as those seen in Deep Inelastic Scattering (DIS). These processes provide critical

insights into the dynamics of quarks and gluons and the structure of hadrons. Cross sections

are fundamental quantities in these studies, representing the probability that a particular

interaction or scattering process will occur.

Hadronic Collisions

In hadronic collisions, such as proton-proton, proton-nucleus, and nucleus-nucleus in-

teractions, QCD describes the production of particles through the interactions of partons

(quarks and gluons) within the colliding hadrons. The cross sections for these processes

are calculated using perturbative QCD (pQCD) at high energies, where the strong coupling

constant αs is small, allowing for a controlled expansion. The inclusive cross section for

producing a particle h in a hadronic collision can be written as [30]:

dσ(pp→ h+X) =
∑
a,b

∫
dxa

∫
dxb fa/p(xa, Q

2) fb/p(xb, Q
2) dσ̂(ab→ h+X), (1.21)
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where fa/p(xa, Q
2) and fb/p(xb, Q

2) are parton distribution functions (PDFs) of the partons

a and b, and dσ̂(ab→ h+X) is the partonic cross section.

Deep Inelastic Scattering

In Deep Inelastic Scattering (DIS), high-energy electrons (or other leptons) scatter off

nucleons, resulting in the exchange of a virtual photon, γ∗, with large momentum transfer.

This process probes the internal structure of protons and neutrons, revealing information

about the distribution and dynamics of quarks and gluons. The inclusive cross section for

DIS can be expressed similarly to hadronic collisions. The differential cross section is given

by [31]:

d2σ

dxdQ2
=

4πα2

xQ4

[(
1− y +

y2

2

)
F2(x,Q

2)− y2

2
FL(x,Q

2)

]
, (1.22)

where F2(x,Q
2) and FL(x,Q

2) are the structure functions, and y = ν
E

is the inelasticity

variable.4

Setting the Stage for Further Studies

Understanding particle production in hadronic interactions and DIS is fundamental for

exploring the structure of matter at the smallest scales. QCD provides the theoretical frame-

work to describe these processes, allowing us to extract parton distribution functions and

study the behavior of quarks and gluons under various conditions. The insights gained from

these studies pave the way for further exploration of hadronic collisions and the properties

of QCD matter in extreme environments.

In the context of entanglement in p-p collisions the QCD framework helps to define the

initial distribution of information inside the proton, and how energy scaling is related to

4PDFs and structure functions are related to the distribution of partons inside the proton, this will be
further defined and discussed in the next chapter.
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that distribution. This initial state information is extracted from DIS cross sections and

compared to data from hadronic collisions.

1.5 Deep Inelastic Scattering

Deep inelastic scattering (DIS) is a powerful tool used to probe the internal structure

of protons and neutrons, providing crucial insights into the partonic constituents, such as

quarks and gluons. This process involves high-energy electrons (or other leptons) scattering

off nucleons, resulting in the exchange of a virtual photon, γ∗, with large momentum trans-

fer. Employing Quantum Electrodynamics (QED) probes in DIS experiments enables the

disentangling of QCD effects from electroweak interactions, thus offering a precise method

to investigate the non-perturbative aspects of QCD, such as the distribution of partons and

their dynamics within nucleons.

1.5.1 Kinematics of Deep Inelastic Scattering

Figure 1.7: Feynmann Diagram representing the scattering of an electron off a proton [31].
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The fundamental variables describing DIS are the Bjorken scaling variable x and the four-

momentum transfer squared Q2. Bjorken-x represents the momentum fraction of a struck

parton, and Q2 represents the energy scale of the interaction. Consider an electron with

initial four-momentum k = (E, k⃗) scattering off a proton with four-momentum P = (EP , P⃗ ).

The electron emerges with final four-momentum k′ = (E ′, k⃗′). The four-momentum of the

exchanged virtual photon is q = k − k′.

The invariant mass squared of the hadronic system W 2 is given by:

W 2 = (P + q)2. (1.23)

Using the relations q2 = −Q2 and Q2 = −(k−k′)2, we can define the Bjorken scaling variable

x as:

x =
Q2

2P · q
. (1.24)

In the laboratory frame, where the proton is initially at rest, this reduces to:

x =
Q2

2Mν
, (1.25)

where M is the proton mass and ν = E − E ′ is the energy transferred to the proton.

The variable Q2 represents the negative of the four-momentum transfer squared and is

given by:

Q2 = −q2 = −(k − k′)2 = 4EE ′ sin2

(
θ

2

)
, (1.26)

where θ is the scattering angle of the electron [31].
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1.5.2 Structure Functions

In DIS, the cross section for the scattering process is related to the structure functions

F1(x,Q
2) and F2(x,Q

2), which encode information about the distribution of quarks within

the nucleon. The differential cross section for unpolarized electrons scattering off unpolarized

protons is given by [31]:

d2σ

dΩdE ′ =
α2

Q4

E ′

E
LµνW

µν , (1.27)

where α is the fine-structure constant, Lµν is the leptonic tensor, and W µν is the hadronic

tensor.

The hadronic tensor W µν can be expressed in terms of the structure functions:

W µν =

(
−gµν + qµqν

q2

)
F1(x,Q

2) +

(
P µ − P · q

q2
qµ
)(

P ν − P · q
q2

qν
)

2x

Q2
F2(x,Q

2). (1.28)

1.5.3 Parton Distribution Functions and Cross Sections

The parton distribution functions (PDFs) describe the probability densities of finding

a quark or gluon with a given momentum fraction x inside the proton. These PDFs are

extracted from experimental measurements of cross sections in DIS and other high-energy

processes.

The inclusive DIS cross section can be written as:

d2σ

dxdQ2
=

4πα2

xQ4

[(
1− y +

y2

2

)
F2(x,Q

2)− y2

2
FL(x,Q

2)

]
, (1.29)

where y = ν
E
is the inelasticity variable, and FL(x,Q

2) is the longitudinal structure function.

In the scaling limit (high Q2 and fixed x), the structure function F2(x,Q
2) is directly related
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to the PDFs through a convolution integral:

Fi =
∑
a

Ca
i ⊗ fa, (1.30)

where ⊗ denotes the convolution integral:

C ⊗ f =

∫ 1

x

dy

y
C(y) f

(
x

y

)
, (1.31)

and where the coefficient functions Ca
i are given as a power series in αs. The parton distri-

bution fa corresponds, at a given x, to the density of parton a in the proton.

The process of extracting PDFs involves fitting theoretical predictions to the measured

cross sections. The PDFs are usually parameterized at an initial scale Q2
0 and evolved to

higher Q2 using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations.5

1.5.4 Experimental Measurements of Cross Sections

Experimentally, the measurement of DIS cross sections requires precise determination of

the scattered electron’s energy and angle, as well as the initial energy of the electron beam.

The differential cross sections are measured as functions of x and Q2, and integrated over

the kinematic ranges accessible to the experiment.

Modern DIS experiments, such as those conducted at the HERA collider, have provided a

wealth of data on the structure functions and PDFs [32]. The analysis of these data involves

correcting for detector effects, radiative corrections, and other systematic uncertainties.

The extraction of PDFs from the measured cross sections involves sophisticated global

fits, taking into account data from various processes and experiments. These global fits

5How DGLAP equations are used to extrapolate PDFs is described in a later chapter defining the initial
state
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provide a comprehensive picture of the parton distributions and their uncertainties.

1.6 Hadronic Collisions

Figure 1.8: Visual representation of the evolution of a hadronic collision. Starting from a
state of thermalized partons the system melts into a QGP which expands until the energy
density is such that QCD confinement is reestablished through the formation of hadrons.

Hadronic collisions, such as those involving protons, neutrons, or nuclei, are fundamental

processes studied in high-energy physics to understand the behavior of matter under extreme

conditions. These collisions can lead to the formation of exotic states of matter, such as the

Quark-Gluon Plasma (QGP), and provide insights into the mechanisms of hadronization,

where quarks and gluons combine to form hadrons. This section explores the dynamics of

hadronic collisions, the formation of QGP, the process of hadronization, and the signs of

collectivity observed in high-energy proton-proton (p-p) collisions.
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1.6.1 Quark-Gluon Plasma (QGP)

The Quark-Gluon Plasma (QGP) is a state of matter in which quarks and gluons, nor-

mally confined within hadrons, are free to move within a hot, dense medium. This state is

believed to have existed in the early universe shortly after the Big Bang and can be recreated

in high-energy heavy ion collisions at facilities such as the Large Hadron Collider (LHC) and

the Relativistic Heavy Ion Collider (RHIC).

Formation of QGP

The formation of QGP occurs in high-energy collisions when the energy density exceeds

a critical value, leading to deconfinement of quarks and gluons. The conditions necessary for

QGP formation are typically achieved in nucleus-nucleus collisions, such as those involving

gold (Au) or lead (Pb) nuclei. However, recent experimental evidence suggest the possible

formation of QGP in small systems like p-p collisions at high energies.6

After the initial collision a large amount of energy is deposited in a small volume, creating

a hot and dense medium. This medium undergoes rapid thermalization ( 1 fm/c) 7, resulting

in the formation of QGP. The QGP then expands and cools, eventually undergoing a phase

transition back to hadronic matter.

Properties of QGP

QGP exhibits several unique properties, including:

• High Temperature and Density: The temperature of QGP can reach several trillion

Kelvin, and the energy density can be several times that of normal nuclear matter.

6see next section 1.6.2
7This rapid thermalization can be described using entanglement. This will be expanded upon in later

sections
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• Collective Behavior: QGP behaves like a near-perfect fluid with very low viscosity,

leading to strong collective flow patterns.

• Color Screening: The color charges of quarks and gluons are screened at short

distances, reducing the strength of the strong force between them.

The study of QGP properties is crucial for understanding the strong interaction and the

behavior of matter under extreme conditions.

Typically in hot-dense systems, such as the QGP, decoherence occurs and evidence of

entanglement is lost. Recent theoretical predictions suggest that entanglement may be able

to survive in a strongly coupled system [33], this work hopes to provide some preliminary

experimental evidence of this behavior.

1.6.2 Signs of Collectivity in High-Energy Proton-Proton (p-p)

Collisions

Traditionally, QGP formation was expected only in heavy ion collisions due to the larger

volume and higher energy densities. Recent experimental results have shown signs of col-

lectivity in high-energy proton-proton (p-p) collisions, indicating the possible formation of

QGP even in these smaller systems.

As a first study in searching for signs that entanglement might survive the QGP and

the proceeding phase transitions we will look at these small systems (p-p) in which signs of

collectivity have been observed.
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Elliptic and Higher-Order Flow

Figure 1.9: Scaled elliptic flow as a function of collision energy for min bias pp collisions at
LHC energies [34].

One of the key signatures of collectivity is the observation of elliptic flow (v2) and higher-

order flow coefficients (v3, v4, etc.) [35].

vn = ⟨cos[n(ϕ−Ψn)]⟩, (1.32)

where n is the order of the flow coefficient, ϕ is the azimuthal angle of the emitted particle,

and Ψn is the azimuthal angle of the n-th order event plane. These flow coefficients describe

the azimuthal anisotropy of particle emission relative to the reaction plane.

In p-p collisions, significant v2 values have been measured, suggesting the presence of

collective flow.
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Long-Range Correlations

Figure 1.10: Results indicating the formation of nearside ridge signal in high energy p-p
collisions [36].

Another indication of collectivity is the presence of long-range rapidity correlations, often

referred to as the ”ridge” phenomenon. These correlations are seen as a near-side ridge in two-

particle correlation functions, extending over a wide range in rapidity [36]. Such structures

are typically associated with collective effects in the medium created in the collision. In

heavy-ion collisions, such long-range correlations are well-described by hydrodynamic models

where the system behaves like a nearly perfect fluid. The pressure gradients in the initial state

of the collision lead to collective motion, causing particles to flow together. This collective

flow generates correlations that extend over large pseudorapidity ranges, producing the near-

side ridge.
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Strangeness Enhancement

Strangeness enhancement, which is the increased production of strange hadrons relative to

non-strange hadrons, is another signature of QGP formation. This is due to the high mass

of strange particles which requires higher energy thresholds for their production. Recent

measurements in high-multiplicity p-p collisions have shown an enhancement of strange

particle yields, similar to what is observed in heavy ion collisions [37].

Figure 1.11: Results indicating an enhancement in the production of strange particles for
different centrality classes. ( [37].
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Implications for QGP Formation in Small Systems

The observation of collective behavior and other QGP-like signatures in high-energy p-p

collisions challenges the traditional understanding of QGP formation. These results suggest

that even small systems can exhibit collective effects and that the formation of a QGP might

be more universal than previously thought.

Understanding the conditions under which QGP forms in small systems is an active area

of research. It involves studying the initial state effects, the role of gluon saturation, and the

mechanisms of thermalization in small volumes. These studies are essential for a complete

understanding of QCD matter and the properties of the QGP.

1.6.3 Hadronization

Hadronization is the process by which quarks and gluons transform into hadrons as the

QGP cools and undergoes a phase transition. Hadronization is believed to by an analytic

cross over at low µB and a first order phase transition at high µB. This complex process is

driven by the confinement property of Quantum Chromodynamics (QCD), which dictates

that quarks and gluons cannot exist freely at low temperatures. As the QGP expands and its

temperature drops below the critical temperature, quarks and gluons combine to form color-

neutral hadrons. This transition preserves certain quantum numbers such as baryon number

and strangeness, leading to the production of a variety of hadrons, including pions, kaons,

and protons. The detailed dynamics of hadronization are sensitive to the local temperature,

density, and flow of the medium, and are crucial for understanding the final particle yields and

spectra observed in heavy-ion collision experiments. The statistical hadronization model8

[38] incorporate these factors to predict particle abundances and provide insights into the

properties of the QGP and the nature of the strong force at high temperatures.

8A thermodynamic model using the grand-canonical partition function to describe the system.
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1.7 Monte-Carlo Modeling (PYTHIA)

Modeling particle collisions is a fundamental aspect of understanding the underlying

physics and interpreting experimental results. Monte Carlo modeling is a fundamental com-

putational technique used in particle physics to simulate and analyze particle collisions [39].

It employs random sampling to model the probabilistic nature of physical processes. The

basic principle involves generating random numbers to sample from probability distributions

governing the interactions of particles. For example, to estimate an integral I over a domain

D, one can use the Monte Carlo method:

I ≈ 1

N

N∑
i=1

f(xi) (1.33)

where N is the number of random samples, xi are the randomly chosen points in D, and

f(x) is the function being integrated. In the context of particle collisions, Monte Carlo

methods simulate events by sampling from the differential cross-section dσ
dΩ
, which describes

the likelihood of particles scattering into a specific solid angle Ω. The simulated events

provide a statistical representation of physical processes, enabling researchers to predict

experimental outcomes and interpret data from particle detectors.

This section focuses on the Monte Carlo based PYTHIA event generator. 9PYTHIA is a

widely used event generator for simulating high-energy collisions involving protons, electrons,

and heavy ions. It provides a detailed description of the complex processes involved in

particle collisions, from the initial hard scatterings to the final hadronization. PYTHIA

incorporates various physical phenomena, including multi-parton interactions (MPI) and

color reconnection [40].

9It should be noted that current Monte-Carlo event generators do not take into account entanglement.
We believe however that specific elements of the used approaches mimic the effects of entanglement allowing
them to describe many data well.
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Figure 1.12: Schematic showing a pp event generated in PYTHIA and how particles are
produced using different modeled phenomena [40]

1.7.1 Multi-Parton Interactions (MPI)

MPI refers to the theorized occurrence of multiple hard and semi-hard partonic scatterings

in a single pp collision. As the collision energy increases, the probability of MPI increases

due to the higher parton density at small momentum fractions. MPI contributes to various

observables, including the multiplicity of final-state particles, the underlying event activity,

and jet production rates.

Modeling MPI in PYTHIA

PYTHIA models MPI by including multiple parton scatterings in the event generation

process. The implementation involves several steps:
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• Initial-State Parton Densities: PYTHIA uses parton distribution functions (PDFs)

to describe the momentum distribution of partons within the protons.

• Parton Scattering: Multiple parton-parton scatterings are simulated, each contribut-

ing to the overall event structure.

• Impact Parameter: The spatial overlap of the colliding protons is considered, influ-

encing the number of MPIs.

• Parton Showers and Hadronization: Each parton scattering initiates parton show-

ers, which evolve into hadrons through fragmentation and hadronization processes.

1.7.2 Color Reconnection

Color reconnection is a phenomenon that is believed to occur during the hadronization

process, where partons from different scatterings can recombine, affecting the final particle

correlations and distributions.

Mechanism and Effects

During hadronization, the color charges of partons must neutralize to form color-singlet

hadrons. Color reconnection allows partons from different scatterings to rearrange their color

connections, leading to the formation of hadrons with different kinematic properties than

those produced without reconnection.

Color reconnection can significantly impact observables such as:

• Jet Structure: The internal structure of jets can be altered due to the recombination

of partons from different sources.
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• Flow-like Patterns: In high-multiplicity events, color reconnection can lead to flow-

like patterns in the final-state particle distributions, resembling collective effects seen

in heavy ion collisions.

Modeling Color Reconnection in PYTHIA

PYTHIA includes various models for color reconnection, allowing for the adjustment of

parameters to better match experimental data. The implementation involves:

• Reconnection Probability: A probability function determines the likelihood of color

reconnection based on the spatial and momentum configurations of partons.

• Reconnection Schemes: Different schemes describe how partons are reconnected to

form color-singlet systems. These can include leading order color reconnection which

combines pairs of string (color + anti-color), and corrections beyond leading order

combining 3 or more strings.

1.8 Hydrodynamic Models

Current hydrodynamic models provides a robust framework for understanding the evo-

lution and particle production in Quark-Gluon Plasma (QGP) created in heavy-ion colli-

sions [41]. These models treat the QGP as a nearly perfect fluid characterized by its energy

density, pressure, temperature, and flow velocity fields. The evolution of these fields is

governed by the equations of relativistic hydrodynamics, which are derived from the conser-

vation laws of energy, momentum, and baryon number, alongside an equation of state (EoS)

that relates pressure to energy density. Initially, the system formed in a heavy-ion colli-

sion is highly non-equilibrium; however, it rapidly thermalizes, and hydrodynamic behavior

emerges. As the QGP expands and cools, the fluid undergoes collective flow, characterized
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by anisotropic expansion due to initial spatial asymmetries. Particle production occurs at

the freeze-out stage, where the fluid decouples into individual hadrons. There are two types

of freeze-out: chemical freeze-out, where inelastic collisions cease and particle abundances

are fixed, and thermal (or kinetic) freeze-out, where elastic collisions stop, and the momen-

tum distributions are set. These models can describe the spectra and flow patterns of the

produced particles, offering insights into the transport properties of the QGP, such as viscos-

ity and thermal conductivity, and resolving the complex dynamics of the QGP’s evolution

from its formation to the final state hadrons observed in detectors.

Hydrodynamic models rely on the system being in thermal equilibrium very early on in

the evolution of the collision (∼ 1 fm/c). How this thermalization occurs is unclear in the

hydrodynamic picture. Thermalization through entanglement is one proposed solution to

this problem.

Calculating the thermodynamic entropy of the particle spectra one can define a tempera-

ture of the fireball at the phase transition. Experimental results have shown this temperature

to be TCF = 156.6+−1.7 MeV, which agrees almost perfectly with QCD calculations of the

chemical freeze-out temperature [42].

1.9 Color Glass Condensate

The Color Glass Condensate (CGC) is a theoretical framework used to describe the high-

density regime of gluons in a hadron or nucleus at very high energies. The CGC provides

a picture of the initial state of matter in high-energy collisions, where the density of gluons

becomes so large that their interactions cannot be neglected. This leads to a state where

the gluons form a dense, coherent field that can be described by classical color fields. In a

string model where color flux tubes are generated between partons this would be considered

flux tube merging.
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The CGC framework is based on the separation of scales between the fast-moving valence

quarks and the slow-moving gluons. The fast-moving components are treated as static color

sources, while the slow-moving gluons are described by classical color fields. This separation

allows for a simplification of the problem using effective field theory techniques [43].

1.9.1 Saturation and the Saturation Scale

One of the key concepts in the CGC framework is the idea of saturation. At high energies,

the density of gluons increases to the point where non-linear effects become significant. This

leads to the saturation of the gluon distribution, where the number of gluons per unit area

reaches a maximum limit.

The saturation scale Qs is a measure of the momentum scale at which saturation occurs.

It is defined as the scale where the gluon density per unit transverse area becomes of order

1/αs, where αs is the strong coupling constant. The saturation scale grows with increasing

energy, and is inversely proportional to the Bjorken-x.

1.9.2 JIMWLK and BK Equations

The evolution of the CGC with energy is described by the JIMWLK (Jalilian-Marian,

Iancu, McLerran, Weigert, Leonidov, and Kovner) and BK (Balitsky-Kovchegov) equations.

These are non-linear renormalization group equations that describe the change in the gluon

distribution as a function of the energy scale [43].

The JIMWLK equation is a functional differential equation that governs the evolution

of the weight functional W [Y, ρ], which describes the probability distribution of the color

charge density ρ at rapidity Y [44]:

∂W [Y, ρ]

∂Y
= HJIMWLKW [Y, ρ], (1.34)
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where HJIMWLK is the JIMWLK Hamiltonian, which includes terms representing the non-

linear interactions between gluons.

The BK equation is a mean-field approximation to the JIMWLK equation and describes

the evolution of the dipole scattering amplitude N(x01, Y ), where x01 is the dipole size [44]:

∂N(x01, Y )

∂Y
=
αsNc

2π2

∫
d2x2

x201
x202x

2
12

[N(x02, Y )+N(x12, Y )−N(x01, Y )−N(x02, Y )N(x12, Y )],

(1.35)

where Nc is the number of colors.

1.9.3 Formation of CGC in High-Energy Particle Collisions

The formation of a CGC in high-energy particle collisions, such as those occurring at

the Large Hadron Collider (LHC) and Relativistic Heavy Ion Collider (RHIC), involves the

following steps:

1. Initial State: Before the collision, the incoming hadrons or nuclei are described by

their parton distribution functions (PDFs). At very high energies, the gluon densities in the

incoming nuclei become very large, leading to the formation of a dense gluonic state.

2. Gluon Saturation: As the energy increases, the gluon densities reach the saturation

scale Qs. At this point, the gluon distribution becomes non-linear, and saturation effects

dominate. The high density of gluons forms a coherent color field, described by the CGC.

3. Classical Color Fields: The CGC can be described by classical color fields due to the

high occupancy of gluons. These fields are solutions to the classical Yang-Mills equations

with the color sources provided by the fast-moving partons:

[Dµ, F
µν ] = Jν , (1.36)

where Dµ is the covariant derivative, and Jν is the color current.
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4. Collision and Evolution: During the collision, the classical color fields interact and

evolve. The evolution is governed by the non-linear dynamics of QCD, and can be described

by the JIMWLK and BK equations.

5. Thermalization and Hadronization: As the system evolves, the classical fields even-

tually thermalize, leading to the formation of a quark-gluon plasma (QGP). The QGP then

hadronizes into the final state particles observed in detectors.

1.9.4 Implications and Applications

The CGC framework has important implications for our understanding of high-energy

QCD and the initial conditions for the formation of the QGP. It provides a unified description

of the initial state of hadronic collisions, linking the parton distributions at low momentum

fractions to the observed particle production.

The CGC is also used to predict various observables in high-energy collisions, such as

multiplicity distributions, transverse momentum spectra, and azimuthal correlations. These

predictions are essential for interpreting experimental data and for understanding the dy-

namics of high-energy QCD.

In summary, the CGC provides a comprehensive framework for describing the high-

density regime of QCD in high-energy collisions. It plays a crucial role in understanding the

initial state of matter in such collisions and the subsequent formation and evolution of the

QGP. Furthermore, it describes a fully entangled state in which all of the interacting partons

become entangled with one another. In the longitudinal direction of the beam this creates

a volume in which the only source of entanglement entropy exists on the boundaries of the

volume.
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1.10 Particle Production Through Color-Dipoles

Kharzeev et. al. established a method for estimating entanglement entropy and mapping

the initial-state distribution to the final-state distribution using a 1+110 dimensional toy

model [45]. This model utilizes the dipole representation, where partons are represented by

color dipoles. The evolution of these dipoles is governed by the Balitsky-Kovchegov (BK)

equation. In this simplified model, we consider fixed dipole sizes, reducing the BK equation

to the BFKL form for the dipole scattering cross-section σ at rapidity Y :

dσ(Y )

dY
= ∆σ(Y ), (1.37)

where ∆ is the BFKL intercept. This equation describes the exponential increase of the

cross-section with energy, expressed as σ(Y ) ∼ exp(∆Y ) = (1/x)∆.

To describe the probability Pn(Y ) of finding n dipoles at rapidity Y , we use a recurrent

equation:

dPn(Y )

dY
= −∆nPn(Y ) + (n− 1)∆Pn−1(Y ). (1.38)

This equation captures the depletion of n dipoles due to splitting and the growth from

(n− 1) dipoles splitting into n dipoles. Introducing the generating function Z(Y, u) helps in

solving this cascade:

Z(Y, u) =
∑
n

Pn(Y )un, (1.39)

with initial and boundary conditions Z(Y = 0, u) = u and Z(Y, u = 1) = 1. The

evolution of Z(Y, u) follows:

10One spatial dimension + time
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∂Z(Y, u)

∂Y
= −∆u(1− u)

∂Z(Y, u)

∂u
. (1.40)

The solution to this equation, considering initial and boundary conditions, takes the

form:

Z(Y, u) =
ue−∆Y

1 + u(e−∆Y − 1)
. (1.41)

From this generating function, the probability distribution Pn(Y ) can be derived:

Pn(Y ) = e−∆Y (1− e−∆Y )n−1. (1.42)

This model provides a clear framework to understand parton evolution and the corre-

sponding entanglement entropy in high-energy QCD processes.

To calculate the entropy S, we use the von Neumann entropy formula for the probability

distribution Pn(Y ):

S = −
∑
n

Pn(Y ) lnPn(Y ). (1.43)

Substituting the expression for Pn(Y ), and assuming large ∆Y the entropy simplifies to:

S = ∆Y. (1.44)

The number of produced hadrons, Nhadrons, grows exponentially with the rapidity Y as

Nhadrons ∼ e∆Y . Therefore, taking the natural logarithm of both sides gives:

S ∼ ln(Nhadrons). (1.45)

The generating function Z(Y, u) is also related to the multiplicity distributions. By
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evaluating the generating function and its derivatives, we can obtain the moments and

cumulants of the multiplicity distribution. For example, the average number of partons

⟨n⟩ can be derived from the first derivative of Z(Y, u) with respect to u at u = 1:

⟨n⟩ = u
∂Z(Y, u)

∂u

∣∣∣∣
u=1

= e∆Y . (1.46)

Higher-order moments and cumulants, which describe the shape and spread of the mul-

tiplicity distribution, can similarly be obtained from higher derivatives of the generating

function. This allows the model to relate the statistical properties of particle production

directly to the underlying QCD dynamics.

1.11 Thermodynamic-like behavior

It has been discussed how the phases of matter and particle yields in high energy hadronic

collisions can be modeled using hydrodynamics. These hydrodynamic models have been suc-

cessful at describing many phenomena. A new method for understanding the behavior of

these interactions has also been introduced using a holographic AdS-CFT model. This sec-

tion will focus on how thermalization is reached through entanglement, highlighting exper-

imental evidence of a system reaching thermal equilibrium through entanglement and how

this process can be quantified. Furthermore, other statistical thermal models have proved

effective in prediciting particle production [46].

1.11.1 Thermalization through entanglement

The process of a system reaching a state of thermal equilibrium is called thermaliza-

tion. Hydrodynamic models used to understand QGP behavior require the system to be

in thermal equilibrium. We do not fully understand how this thermalization occurs. The
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current hydrodynamic description requires thermalization to be reached in a time less than

1 fm/c [35]. Typically, in normal phases of matter like a gas of particles thermal equilib-

rium is reached through particle interactions. However, these reactions take some time, if

interactions caused thermalization in such a fast time causality would be broken. Therefore

because the fireball thermalizes so early it is unlikely that thermal equilibrium is reached

through particle interactions alone.

We have now established that entanglement exists in the pure state of a proton. We

have also established that if we provide enough energy to a proton such that a state of

deconfinement is reached a quark-gluon plasma will form. Furthermore, we understand that

this QGP should thermalize early in its evolution. Could the entanglement of this initial

state play a role in the thermalization of the QGP? To answer such a question we must first

establish a connection between entanglement and thermalization.

Figure 1.13: A lattice of entangled rubidium-87 atoms reaches instant thermalization through
entanglement [47]
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A recent study done at Harvard University has demonstrated that it is possible for a

system, devoid of particle interactions, to reach thermal equilibrium through entanglement

[47]. In their experiment a group of entangled rubidium-87 is placed in a two dimensional

lattice. Initially this state is set to a temperature very near 0 K. Then a local temperature

increase, or quench, is introduced to one element of the system. Following the quench atoms

redistributed themselves within the lattice through tunneling. This new distribution of

particles behaved like a thermal distribution and the system was in a global state of thermal

equilibrium. Because there were no particle interactions decoherence did not occur and they

system remained a pure quantum state. Thus thermalization occurred through entanglement

which is an instantaneous phenomena allowing for instantaneous thermalization.

Entanglement in trapped ion experiments such as this is highly controlled and quantified.

This is achievable through high precision control over EM fields and maintaining an extremely

low temperature so that there is no loss of coherence to the environment. This is not reflective

of the high energy density environment of the QGP. Next, we will look at an experimental

result demonstrating a retention of coherence in a ”hot” and ”dense” medium interacting

strongly.

1.11.2 Entanglement in a hot dense medium

In a recent study published in Nature, researchers investigated the generation and preser-

vation of entanglement in a hot alkali vapor, made up of rubidium-87 (87Rb) atoms, under

conditions dominated by random spin-exchange collisions [48]. Their approach utilizes op-

tical quantum non-demolition (QND) measurement techniques to produce entangled states

in a strongly interacting atomic medium, demonstrating that high temperatures and strong

random interactions do not necessarily destroy many-body quantum coherence.

The experimental setup, as shown in Figure 1.14(a), consists of a glass cell containing hot
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Figure 1.14: Experimental setup and measurement of entanglement in a hot dense medium
[48]

87Rb vapor along with 100 torr of nitrogen buffer gas. A linearly polarized probe beam, red-

detuned by 44 GHz from the 87Rb D1 line, passes through the vapor cell. The transmitted

light is detected using a shot-noise-limited polarimeter, which measures the projection of

the collective spin on the probe direction, plus optical shot noise. A static magnetic field is

applied along the [1, 1, 1] direction, causing the spin components to precess.

We perform continuous, non-destructive readout of the spin polarization using Faraday

rotation of the off-resonance light. The observed polarization rotation gives insight into the

spin dynamics, which are described by the Langevin equation:

dF = γF×B dt− ΓF dt+
√

2ΓQdW, (1.47)

where F is the collective spin, γ is the gyromagnetic ratio, B is the magnetic field, Γ is the

relaxation rate, Q is the equilibrium variance, and dW represents the Wiener increments.

Figure (b) illustrates the rotation signal Sy(t), showing clear atomic spin coherence over

millisecond time scales. The spin squeezing parameter ξ2 is used to detect entanglement,

defined as:

ξ2 =
∆F 2

SQL
, (1.48)
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where ∆F 2 is the total spin variance and SQL is the standard quantum limit. A value of

ξ2 < 1 indicates the presence of entanglement.

Results demonstrate that at least 1.52(4) × 1013 of the 5.32(12) × 1013 participating

atoms are entangled, forming a macroscopic singlet state that persists far beyond the spin-

thermalization time of the vapor. Figure (c) shows the early signal where the Kalman filter

rapidly acquires a sub-SQL estimate for Fz within 20 microseconds, much less than the

coherence time.

These findings indicate that QND measurement can generate and preserve entangle-

ment in hot atomic systems, even in the presence of strong local interactions. The hot,

dense atomic medium investigated in the study shares similarities with a quark-gluon plasma

(QGP) in that both systems exhibit strong interactions among their constituent particles and

can maintain collective quantum behaviors under extreme conditions. In both the hot atomic

vapor and QGP, particles interact frequently and strongly, leading to complex many-body

dynamics that preserve entanglement or coherence over significant distances and timescales,

despite the high level of thermal agitation. These characteristics make the study of such

systems crucial for understanding the fundamental properties of matter under extreme con-

ditions.

1.11.3 Thermodynamic Entropy

Thermodynamic entropy is a fundamental concept in statistical mechanics and thermo-

dynamics, quantifying the degree of disorder or randomness in a system. It is a measure of

the number of microscopic configurations that correspond to a macroscopic state.

Thermodynamic entropy S is closely related to temperature T through the fundamental

equations of thermodynamics. Entropy quantifies the amount of disorder or randomness in

a system, and its relationship with temperature is central to understanding heat exchange
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and energy distribution. The change in entropy dS with respect to an infinitesimal amount

of heat dQ added to the system at temperature T is given by [49]:

dS =
dQ

T
. (1.49)

For a reversible process, the total change in entropy can be expressed as:

∆S =

∫
dQrev

T
, (1.50)

where dQrev denotes the heat added in a reversible process. This relationship indicates that

entropy increases when heat is added to the system, and this increase is inversely proportional

to the temperature. Higher temperatures lead to smaller changes in entropy for the same

amount of heat added, reflecting that systems at higher temperatures have higher energy

and thus smaller relative increases in disorder.

Moreover, the second law of thermodynamics states that for any spontaneous process,

the total entropy of the system and its surroundings always increases. This can be written

as:

∆Stotal = ∆Ssystem +∆Ssurroundings ≥ 0. (1.51)

These fundamental equations illustrate the intrinsic connection between entropy and

temperature, underlying the principles of heat transfer, energy distribution, and the direction

of spontaneous processes in thermodynamics.

Mathematical Definition of Thermodynamic Entropy

The thermodynamic entropy S of a system can be defined using the Boltzmann entropy

formula for a probability distribution of states. If a system can exist in different microstates
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i with probabilities pi, the entropy is given by [49]:

S = −kB
∑
i

pi ln pi, (1.52)

where kB is the Boltzmann constant, and the sum is taken over all possible microstates of

the system.

This equation can be derived from the Boltzmann entropy formula:

S = kB lnΩ, (1.53)

where Ω is the number of accessible microstates. For a system in which each state has an

equal probability pi =
1
Ω
, this reduces to the aforementioned definition.

Properties of Thermodynamic Entropy

Thermodynamic entropy has several important properties:

• Additivity: The entropy of a composite system is the sum of the entropies of its

subsystems.

• Extensivity: Entropy is an extensive property, meaning it scales with the size of the

system.

• Second Law of Thermodynamics: In any spontaneous process, the total entropy

of an isolated system always increases or remains constant.

1.11.4 Relating Thermal Entropy to Entanglement Entropy

Thermodynamic entropy measures the disorder in a macroscopic system based on the

distribution of microstates. It is proportional to the Shannon entropy which is defined
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as [50] 11:

S = −
∑
i

pi ln pi, (1.54)

It reflects the number of ways a system can be arranged microscopically while appearing

the same macroscopically. The higher the number of accessible microstates, the higher the

entropy.

Entanglement entropy, on the other hand, measures the degree of quantum entanglement

between subsystems. For a bipartite quantum system described by a pure state ψ, the

entanglement entropy of subsystem A is given by the von Neumann entropy of the reduced

density matrix ρA [51]:

SA = −Tr(ρA log ρA). (1.55)

Here, entropy is obtained by tracing out the degrees of freedom of subsystem B. Each

definition of entropy is conceptually and mathematically similar though they are defined

under a different context.

Despite their differences, both entropies quantify disorder within a system. Thermo-

dynamic entropy measures disorder in terms of the probability distribution of microstates,

while entanglement entropy measures disorder in terms of quantum correlations between

subsystems.

In a thermodynamic context, entropy increases as the system approaches equilibrium,

representing the spread of energy and matter into available states. In a quantum con-

text, entanglement entropy increases as subsystems become more entangled, representing

the spread of quantum information across the system.

Both concepts highlight the fundamental nature of entropy as a measure of uncertainty

11This is the definition of entropy we will use to describe the final state of produced hadrons
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or lack of information about the exact state of a system. They provide complementary per-

spectives on the nature of disorder and information in physical systems, linking macroscopic

thermodynamic properties to microscopic quantum behaviors.

1.12 Quantum Information

Quantum information is a revolutionary field at the intersection of quantum mechanics

and information theory, exploring how quantum systems can be used to represent, store, and

manipulate information. Unlike classical information, which is encoded in binary bits (0s

and 1s), quantum information is encoded in quantum bits, or qubits. These qubits lever-

age the principles of superposition and entanglement, allowing them to exist in multiple

states simultaneously and to be intricately correlated with each other, respectively. This

enables quantum computers to perform certain computations exponentially faster than clas-

sical computers and promises profound advancements in cryptography, communication, and

computation. In our context we are using the formalism of quantum information to describe

the initial conditions and evolution of the partonic system. Initially the information is en-

coded in the distribution of partons and transferred to a distribution of produced hadrons.

We define the information in the particle basis however there exist other basis of information

that contribute the overall entanglement entropy that are difficult to define at an experimen-

tal level. Because we lack complete information about the system we cannot measure a true

entanglement entropy but rather a portion of the entanglement entropy known in literature

as the ”entropy of ignorance” [33,52].
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1.12.1 Shannon Entropy

Shannon entropy is a fundamental concept in information theory that quantifies the

uncertainty or randomness in a set of possible outcomes. It was introduced by Claude

Shannon in his seminal 1948 paper ”A Mathematical Theory of Communication” and has

since become a cornerstone in the fields of data compression, communication theory, and

many other areas of science and engineering [50].

Definition and Mathematical Formulation

Shannon entropy H is a measure of the average amount of information produced by

a stochastic source of data. For a discrete random variable X with possible outcomes

{x1, x2, . . . , xn} occurring with probabilities {p1, p2, . . . , pn}, the Shannon entropy is defined

as:

H(X) = −
n∑

i=1

pi ln pi, (1.56)

where pi = P (X = xi) is the probability of the outcome xi, and the logarithm is taken base

e to measure entropy in natural units reflective of a thermodynamic entropy.

Properties of Shannon Entropy

Shannon entropy has several important properties that make it a useful measure of un-

certainty:

• Non-Negativity: Entropy is always non-negative12:

H(X) ≥ 0. (1.57)

• Additivity: For independent random variables X and Y , the entropy of their joint

12The entropy is zero if and only if the random variable X takes a single value with probability 1.
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distribution is the sum of their individual entropies:

H(X, Y ) = H(X) +H(Y ). (1.58)

• Maximum Entropy: For a given number of outcomes, entropy is maximized when all

outcomes are equally likely. For a random variable X with n equally likely outcomes

(pi =
1
n
for all i), the entropy is:

H(X) = lnn. (1.59)

1.12.2 Entropy of ignorance

The entropy of ignorance, arises due to the limited information accessible from exper-

imental measurements. Typically, experimental observables in particle collisions are re-

lated to the average number of particles or multi-parton momentum distributions, such as

⟨a†(k1)a(k1) · · · a†(kn)a(kn)⟩. These observables do not provide information about the off-

diagonal elements of the density matrix in the number operator basis.

To formalize this, we define the density matrix of ignorance ρI by setting all off-diagonal

elements of the reduced density matrix to zero:

ρI = diag(ρA). (1.60)

The entropy of ignorance SI is then given by the von Neumann entropy of this diagonal-

ized density matrix:

SI = −Tr (ρI ln ρI) . (1.61)

It has been established that the entropy of ignorance is always greater than or equal
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to the entanglement entropy, i.e., SI ≥ SA. This can be understood as a manifestation of

the loss of information when the off-diagonal elements of the density matrix, which encode

quantum correlations, are ignored. 13

1.13 Entanglement shown in DIS Experiments

Figure 1.15: In DIS interactions a volume of the proton is probed by the vitual photon.
Entanglement entropy arises between region A and region B due to decoherence [51]

Recent analysis have shown some preliminary evidence of entanglement in particle col-

lisions. These studies have shown the correspondence in DIS experiments. To show this

correspondence a calculation of entanglement entropy is made between a region of the pro-

ton probed by the virtual photon and the remainder of the proton. This calculation is then

compared to a Shannon entropy of produced hadrons experimentally measured. One such

analysis using data from the H1 DIS experiment showed strong agreement between the ini-

tial and final state entropy [53]. This result makes a strong case for entanglement being

the driving mechanism behind particle production. However this agreement has yet to be

13In our analysis, which relies on experimental measurement, a correction will have to be made to account
for these off diagonal elements of the density matrix in the number basis. This correction will be described
in a later section.
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shown in hadron-hadron collisions where the dynamics and phases of matter are far more

complicated.

Figure 1.16: Initial-state entropy (lines) compared to final-state entropy (points) as a func-
tion of x using H1 data. [53]

1.13.1 Challenges of Measuring Entanglement in more Complex

Systems

While strong evidence of entanglement has been shown in DIS experiments showing

this in a more complex system like p-p collisions poses some unique challenges. In 2019 a

preliminary study was published which helped to establish some of the methods necessary

for measuring this in p-p collisions [51].

One challenge in dealing with p-p collisions involves the convolution of two partonic dis-

tributions rather than one as defined by initial state PDFs. In order to account for this some

assumptions will have to be made about the production of particles and a transformation

on the final state will be applied.
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Other challenges with measuring entanglement in p-p collisions involve resolution of the

kinematic variables Q and x which are more easily obtained in DIS measurements.

An advantage to DIS experiments is the ability to readily calculate and bin data in terms

of the energy scale Q (see section on Deep Inelastic Scattering). Since precise information

about this scale is needed in order to define the initial state this is a major advantage. In

contrast in p-p collisions Q is calculated from theoretical predictions based on BK equations

(as described in a previous section).

Additionally the energy scale in p-p collisions is defined by the saturation scale which

is estimated to be near one at LHC energies (in the above figure data is binned in scales

significantly higher). At low-Q the initial state calculations are less defined and uncertainties

in the PDFs become very large.14

Finally, at higher values of Q the off diagonal elements of the density matrix are reduced

and become negligible 15. Therefore, the entropy of ignorance and entanglement entropy

become approximately equal and no correction needs to be made to account for these un-

measured degrees of freedom.

14The difficulty in extrapolating PDFs to low energy scales will be discussed in a later chapter
15this will also be shown in chapter 4
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Chapter 2

Experimental setup

The distribution in the final state will be measured using the ALICE detector at the

LHC. Since we are calculating this in the particle number basis we will use the detector as

a counting experiment, quantifying the number of hadronic states produced in high energy

collisions. In order to make a meaningful comparison to the kinematics of the initial state we

will also use the detector to measure a geometric angle of production called psuedorapidity.1

2.1 LHC

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle ac-

celerator, located near Geneva, Switzerland. Operated by the European Organization for

Nuclear Research (CERN), the LHC is a marvel of modern engineering and scientific collab-

oration, consisting of a 27-kilometer-long circular tunnel situated approximately 100 meters

underground. The LHC is designed to explore the fundamental structure of matter and the

forces that govern the interactions between particles, thereby enhancing our understanding

of the universe and its underlying principles.

1How the pseudorapidity angle relates to the kinematics of the initial state will be discussed in the next
chapter
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Figure 2.1: The Large Hadron Collider in Geneva, Switzerland

Construction of the LHC began in the late 1990s and was completed in 2008. Since then,

the accelerator has been instrumental in a wide range of groundbreaking experiments in

particle physics, leading to significant advances in our knowledge of the fundamental forces

and constituents of the universe. The LHC works by accelerating beams of protons and

other particles to near the speed of light. These beams are guided by powerful supercon-

ducting magnets, which operate at extremely low temperatures only a few degrees above

absolute zero. As the particles reach their maximum velocities, they are directed into colli-

sion courses, resulting in high-energy impacts that probe the particles internal structure and

allow physicists to study the fundamental building blocks of matter and the forces that bind

them together.

The LHC’s impressive capabilities have led to several landmark discoveries in the field

of particle physics. One of its most significant achievements was the discovery of the Higgs

boson in 2012 [15], a previously elusive particle that is responsible for giving other particles

mass through its interaction with the Higgs field. This breakthrough confirmed the existence
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of the Higgs mechanism, a key component of the standard model of particle physics, and led

to the awarding of the 2013 Nobel Prize in Physics to theoretical physicists Peter Higgs and

François Englert.

Apart from the Higgs boson, the LHC has been instrumental in the investigation of exotic

particles and rare decay processes, as well as the study of matter-antimatter asymmetry and

the search for dark matter candidates. The LHC’s high-energy collisions recreate conditions

similar to those that existed shortly after the Big Bang, enabling researchers to probe the

early universe’s evolution and the mechanisms that govern its behavior.

The LHC hosts four major experiments, each focusing on different aspects of particle

physics: ATLAS (A Toroidal LHC ApparatuS) [54], CMS (Compact Muon Solenoid) [55],

LHCb (Large Hadron Collider beauty) [56], and ALICE (A Large Ion Collider Experi-

ment) [57]. Each of these detectors is designed to study specific aspects of high-energy

particle collisions, contributing to a comprehensive understanding of the universe’s funda-

mental constituents and the interactions between them.

ALICE, in particular, is dedicated to investigating the properties of strongly interacting

matter under extreme conditions, such as those found in the early universe. This is achieved

by examining the behavior of quark-gluon plasma.

2.2 A Large Ion Collider Experiment (ALICE)

ALICE is one of the four major experiments at the Large Hadron Collider (LHC) at

CERN. The interaction point assigned to the ALICE detector is known as Interaction Point

2 (IP2) located at 6 o’clock on the LHC’s main ring. The ALICE detector is located near

the village of St. Genis-Pouilly in France, positioned 56 meters underground. The ALICE

collaboration consists of nearly 2000 scientists from 174 physics institutes across 40 countries

[58].
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Figure 2.2: A Large Ion Collider Experiment (ALICE) detector schematic

It is specifically designed to study the properties of strongly interacting matter under

extreme conditions, such as those found in the early universe. ALICE also plays a crucial

role in the study of proton-proton collisions, providing valuable insights into the strong force

and the behavior of quarks and gluons that make up protons and neutrons.

The ALICE detector is a complex system comprising various subsystems designed to

detect, identify, and measure particles produced in high-energy collisions. These subsystems

work together to provide a comprehensive understanding of the collision events and their

products. In the context of this work, the primary particle multiplicity, which is a key

observable for characterizing the event and measuring the thermodynamic entropy, can be

obtained through several subsystems of the detector related to particle tracking and vertex

positioning.
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2.2.1 Fast Interaction Trigger (FIT)

Figure 2.3: Schematic of the FIT detector [59]

The Fast Interaction Trigger (FIT) consists of two arrays of Cherenkov modules, des-

ignated FT0-A and FT0-C, positioned approximately 0.8 meters and 3 meters from the

interaction point (IP), respectively. These arrays are equipped with 24 and 28 Cherenkov

modules and are used for multiple purposes including triggering, event classification, and

multiplicity measurements [59].

The FIT covers a pseudorapidity range of 3.8 < η < 5.0 and −3.4 < η < −2.3, providing

time resolution on the order of ∼ 33 ps. This precise timing capability allows the FIT to

ensure that collisions are close enough in time to filled bunch crossings, facilitating minimum

bias triggers. The Cherenkov modules detect the light produced when charged particles pass

through the detector medium, allowing for fast and efficient identification of collision events.
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The FIT is essential for synchronizing the data acquisition with the actual collision events,

ensuring high-quality data for further analysis. The design and functionality of the FIT, as

illustrated in the figure, highlight its critical role in the ALICE experiment at the LHC. In

this analysis this detector will be primarily used for triggering, ensuring we are looking at

high quality events.

2.2.2 Internal Tracking System (ITS)

Figure 2.4: Schematic of the ITS featuring seven layers of silicon pixel detectors.

The ITS is another crucial subsystem for particle tracking and vertex positioning in

ALICE. It produces short ”tracklets” near the interaction point, which greatly improves the

accuracy of particle counting. The ITS is a high-resolution, silicon-based detector situated

close to the beamline and consists of seven concentric cylindrical layers of highly granulated

silicon pixel detectors. This system provides impressive impact parameter resolution, readout

rate, and tracking efficiency, especially for low-pT particles [60].

This subsystem serves several purposes in ALICE, including the precise determination of

primary and secondary vertices, tracking of charged particles, and the identification of heavy-

flavor hadrons through their decay vertices. With pseudorapidity coverage of |η| < 1.22, the
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ITS is an important subsystem in particle tracking near the interaction point. The ITS

features 12.5 billion Monolithic Active Pixel Sensors (MAPS) with a spatial resolution of 5

µm, and operates at a readout rate of 500 kHz to 1 MHz for proton-proton collisions. The

high spatial resolution of the ITS allows precise tracking of primary particles and serves as

one of the primary subsystems for particle counting in this analysis.

2.2.3 TPC

Figure 2.5: Photo of the ALICE detector featuring the central tracking system known as the
TPC.

The TPC is the central tracking system in ALICE and plays a pivotal role in measuring

charged-particle momenta and tracking primary and secondary vertices. It produces tracks

which, along with tracklets from the ITS, provide an accurate count of primary charged

particles. The TPC is a large cylindrical drift chamber filled with a gas mixture, typically

Neon-based. When charged particles traverse the TPC, they ionize the gas, creating electrons

that drift towards the endcaps of the chamber under the influence of an electric field. For
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the Run 3 upgrade, the Multi-Wire Proportional Chambers (MWPC) were replaced with

Gas Electron Multipliers (GEM), thus removing rate restrictions, reducing ion backflow, and

minimizing space-charge distortions [61].

The TPC provides excellent tracking and momentum resolution, as well as good par-

ticle identification capabilities through the measurement of specific energy loss (dE/dx) of

particles as they traverse the detector. By correlating the energy loss information with the

particle’s momentum, it is possible to distinguish between different particle species, which is

essential for determining the primary particle multiplicity in collision events. The upgraded

TPC with GEM technology ensures enhanced performance, allowing for more precise and

reliable tracking in the central barrel of ALICE.

2.3 Particle Tracking in ALICE

Figure 2.6: Schematic showing how particles are tracked using the two main subsystems for
particle counting, the ITS and TPC.

Particle counting is done using the number of good-quality global tracks measured by
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the TPC, supplemented by the number of ITS tracklets. The global tracks contribute up

to |η| ≤ 0.9, ITS-standalone tracklets cover up to |η| ≤ 1.3. Matching of these tracks and

tracklets at mid-rapidity provides the most reliable approach to counting charged particle

tracks and defining their angular position [62].

2.4 Quality Control

Data collecting during LHC runs is a complex process requiring consistent monitoring

and parameter adjusting of detector subsystems and data acquisition systems. Often failures

in the system result in unreliable data. Some of this data is salvageable in that corrections

can be made to it, while other data needs to be removed entirely. Data quality assessment is

a key aspect of this process and needs to be done both during data taking (synchronous QC)

and after data acquisition (asynchronous QC). As a member of the ALICE collaboration I

participated in both synchronous and asynchronous QC.

During data taking a series of reports is continuously generated and monitored in real

time for data quality issues. While working in ALICE I worked shifts as a QC expert

monitoring these reports and reporting issues.

As service work to the collaboration I also worked on software used for generating asyn-

chronous QC reports for the TPC. While working in this capacity I developed and imple-

mented a new method for determining data quality which is now in use by the TPC-QC task

force. This method uses the formalism of information theory and entropy to determine data

quality and is described in the next section.
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2.5 KL-Divergence for Data Quality Assessment

In the context of the Time Projection Chamber (TPC) Quality Control (QC) group,

ensuring high data quality is crucial for accurate physics analysis. A method was developed

and implemented to assess data quality by comparing a set of histograms. This method

leverages the Kullback-Leibler (KL) divergence, a statistical measure used to quantify the

difference in information content between two probability distributions [63]. This section

highlights the work done to utilize KL divergence for determining data quality by comparing

individual histograms to an average histogram.

2.5.1 Theoretical Framework of KL-Divergence

The Kullback-Leibler (KL) divergence, also known as relative entropy, is a measure of

how one probability distribution diverges from a second, expected probability distribution.

Mathematically, the KL divergence from distribution Q to distribution P is defined as [63]:

DKL(P ∥ Q) =
∑
i

P (i) log
P (i)

Q(i)
, (2.1)

where P (i) and Q(i) are the probability distributions over the same discrete variable i.

In the continuous case, the KL divergence is given by:

DKL(P ∥ Q) =
∫ ∞

−∞
p(x) log

p(x)

q(x)
dx, (2.2)

where p(x) and q(x) are the probability density functions of the continuous random variable

x.
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2.5.2 Method for Data Quality Assessment

1. Normalization: Before calculating the KL divergence, it is essential to normalize

the histograms so that they can be interpreted as probability distributions. Each bin in a

histogram is normalized by dividing by the total number of entries in the histogram:

Pi =
Hi∑
j Hj

, (2.3)

where Hi is the bin content of the i-th bin in the histogram and Pi is the normalized bin

content.

2. Histogram Collection: Collect a set of histograms from different runs of data. Each

histogram represents a distribution of some measured quantity in the TPC.

Figure 2.7: a) Example set of data collected from TPC data representing η distributions
from separate data taking periods or runs. (b) Example set of data collected from TPC data
representing Charge/Transverse momentum distributions from separate data taking periods
or runs.
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3. Average Histogram Creation: Create an average histogram from the set of col-

lected histograms. This average histogram represents the expected distribution of the mea-

sured quantity and is defined bin by bin as:

H̄(i) =
1

N

N∑
k=1

Hk(i), (2.4)

where Hi is the bin content of the i-th bin in the histogram and N represents the total

number of histograms in the set.

Figure 2.8: Average distributions of η and Charge/Transverse momentum from the entire
data set.

4. KL Divergence Calculation: Calculate the KL divergence between the average

histogram and each individual histogram. This step quantifies the difference between the

individual runs and the expected distribution:

DKL(Pavg ∥ Pk) =
∑
i

Pavg,i log
Pavg,i

Pk,i

. (2.5)
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Figure 2.9: KL divergence calculations and quality ratings for η and Charge/Transverse
momentum for each run.

5. Outlier Detection: Identify outliers or significant shape distortions by analyzing the

KL divergence values. Histograms with high KL divergence values are flagged as potential

outliers, indicating deviations from the expected data quality.

2.5.3 Results and Discussion

By flagging these outliers, the method enabled prompt identification and correction of

data quality issues, ensuring that only high-quality data were used for subsequent analysis.

This approach proved to be an effective tool for maintaining the integrity of the data collected

by the TPC.

The use of KL divergence for data quality assessment in the TPC QC group has provided

a robust and systematic method for identifying outliers and significant shape distortions in

histograms from different runs of data. By comparing each individual histogram to an average

histogram, this method ensures that deviations from expected distributions are promptly

detected and addressed. This work highlights the importance of statistical measures in

maintaining data quality in high-energy physics experiments.
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This method, using the language of information theory, provides a practical example of

how entropy can be used to quantify the degree of correlation between two distributions.
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Chapter 3

Measuring the Final State using

ALICE Data

As described in the first chapter, information in the the final state is contained in the

distribution of particles produced in p-p collisions. This distribution, known as the multi-

plicity distribution, describes the probability of finding N primary produced particles. This

distribution will be extracted from data taken by the ALICE collaboration at CERN. In

this chapter we will explain how data is taken, corrected, and then analysed to create the

final-state multiplicity distribution. Distributions have already been published for lower en-

ergies at the LHC up to 8 TeV [62], this chapter describes the procedure used to measure

multiplicity at the next highest energy of 13 TeV.

3.1 Simulated and Real Data Sets Used for 13 TeV

The following ALICE data sets were used for generating the multiplicity distribution at

13 TeV and error estimation.
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Data Type Period Number of Events

Data LHC15f 28.9 M

MC (PYTHIA) LHC15g3c3 3.2 M

MC (EPOS) LHC16d3 12.8 M

Table 3.1: Summary of data periods and number of events after cuts for INEL collisions

Runs

226062, 226170, 226220, 226225, 226444, 226445, 226452,

226466, 226468, 226472, 226476, 226483, 226495, 226500

Table 3.2: List of runs

3.2 Kinematic Variables

Because we are making a comparison of experimental data in the final-state to quantities

defined by the initial-state, it is necessary to relate the kinematics of the final-state to the

kinematics that define the initial-state; namely the Bjorken-x and the energy scale Q2.
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3.2.1 Rapidity and Pseudorapidity

Figure 3.1: Psuedorapidity (η) is a geometric angle in relation to the beam axis. For low
mass particles it can be shown that η is equal to rapidity.

Rapidity (y) and pseudorapidity (η) are both measures used in high-energy particle

physics to describe the angle of a particle relative to the beam axis. Rapidity is a Lorentz

invariant quantitiy defined in terms of the particle’s energy (E) and the longitudinal mo-

mentum component (pz) as:

y =
1

2
ln

(
E + pzc

E − pzc

)
. (3.1)

Pseudorapidity, on the other hand, is defined based on the polar angle (θ) of the particle

with respect to the beam axis:

η = − ln tan

(
θ

2

)
. (3.2)

In the limit where the particle’s mass is negligible compared to its momentum (i.e., for ultra-

relativistic particles), rapidity approximates pseudorapidity (y ≈ η). This approximation
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simplifies analysis and calculations in collider experiments, as pseudorapidity depends only

on the angle θ and is easier to measure experimentally. The relationship between rapidity

and pseudorapidity allows physicists to use pseudorapidity as a practical tool for describing

particle trajectories in detectors, particularly when dealing with high-energy collisions where

particles are produced with large momenta. In p-p collisions the majority of produced

hadrons is constituted by low-mass particles that allow for a neat perfect correspondence

between rapidity and pseudorapidity.

3.2.2 Mapping Final-State Kinematics to Initial-State Kinematics

The initial state of partons is defined in terms of the Bjorken-x which is defined as

the fraction of the protons momentum carried by a struck parton. The magnitude of this

momentum is related to the angle of the particle produced in the interaction. In order to

make a mapping of the initial-state kinematics to the final-state kinematics we relate x to

the pseudorapidity; the derivation goes as follows:

yp =
1

2
ln

(
Ep + pzp
Ep − pzp

)
(3.3)

yh =
1

2
ln

(
Eh + pzh
Eh − pzh

)
(3.4)

q = P − Ph (3.5)

x = − q2

2P · q
(3.6)
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P · q = P · (P − Ph) = (P · P )− (P · Ph) (3.7)

x = −(Ph · P )
(P · P )

(3.8)

pzh
pzp

=
(Ph · P )
(P · P )

(3.9)

x =
1
pzh
pzp

(3.10)

ln(1/x) = ln

(
pzh
pzp

)
= ln

(
Eh + pzh
Eh − pzh

)
− ln

(
Ep + pzp
Ep − pzp

)
(3.11)

ln(1/x) = yp − yh (3.12)

Using the relation between rapidity and x one can create a distribution of the average

value of x in a p-p collision. The mean and limits of this distribution will define the scale

and range over which we compare to the initial state.
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Figure 3.2: Distribution of x calculated from η from PYTHIA for different energies.

Figure 3.3: Gluon saturation scale defined by NLO BK calculations [64]

Another variable which defines the initial state is the energy scale at which the proton

is probed. In high energy hadronic collisions the appropriate scaling variable is known as
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the saturation scale. The relationship between the saturation scale and the Bjorken-x is

characterized by the scaling behavior Q2
s(x) ∼ x−λ, where λ is a parameter that depends

on the QCD dynamics and can be extracted from experimental data using the Balitsky-

Kovchegov (BK) equations [64].

3.3 Data Selection

To ensure high quality data is used in track counting quality cuts are made on both the

events and the individual reconstructed tracks. These cuts represent standard cuts done for

multiplicity studies performed in ALICE [62].

3.3.1 Event Selection

Event selection criteria must be set to remove events with low quality reconstruction or

events that are significantly impacted by the detector. A crucial part of this process was

applying a cut to the primary vertex in the z-component. This cut removed events in which

the z-component (along the beam axis) of the primary vertex was outside -10 cm and 10

cm. This criterion is important because it excludes events that occurred far from detectors

geometric center, reducing the impact of detector inefficiencies and biases introduced by

non-uniform acceptance and efficiency in the forward and backward rapidity regions.

Multiplicity distributions are typically given in 3 different event classes requiring different

trigger conditions:

1. INEL: Includes all inelastic events. The trigger conditions required the presence of a

hit in either the Silicon Pixel Detector (SPD), the V0A, or the V0C.

2. INEL>0: Includes all inelastic events where at lest 1 charged particle was produced in

−1 < η < 1. Trigger condition is the same as for the INEL event class.
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3. NSD: Includes inelastic events other than single-diffractive events. The trigger condi-

tions required the presence of a hit in the Silicon Pixel Detector (SPD), the V0A, and

the V0C.

3.3.2 Pile-up rejection

Different background sources can influence the measurement of the multiplicity distribu-

tion, a key issue being pile-up events. Pile-up is a phenomenon that occurs when multiple

proton-proton interactions from the same bunch-crossing are detected as one event. This

effect is significant in high-luminosity environments such as those found at the LHC, where

a single bunch crossing can lead to multiple independent collisions. The AliAnalysisUtils

class was used to identify and reject pileup. AliAnalysisUtils is a utility class that provides

various functionalities. The functionalities used here pertain to pile-up event selection and

rejection. The following cuts were applied:

1. util.SetMinPlpContribMV(5): This sets the minimum number of contributors to

the pile-up vertex in the multi-vertex pile-up rejection method. Essentially, it is a

parameter that defines the minimum number of particles that must contribute to a

collision for it to be considered a pile-up event.

2. util.SetMaxPlpChi2MV(5): Sets the maximum χ2 value for the pile-up vertex in

the multi-vertex pile-up rejection method. Chi-squared is a statistical measure used to

determine the goodness of fit of an observed distribution to a theoretical one.

3. util.SetMinWDistMV(15): This sets the minimum ”weighted distance” between

primary and pile-up vertices in the multi-vertex pile-up rejection method. Essentially,

it is a parameter that defines the minimum spatial distance that must exist between two

collision events for them to be considered distinct (and thus for one to be considered
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a pile-up event).

3.3.3 Quality Cuts on Tracks

In high-energy physics experiments, it is crucial to apply standard cuts on tracks to

ensure the quality and reliability of the data used for creating multiplicity distributions.

These cuts help in rejecting noise and poorly reconstructed tracks, thereby improving the

precision of the measurements. The following criteria are some of the cuts commonly used

for track selection in ALICE:

• ITS hits: For a track to be included in the multiplicity analysis, it must have hits

in at least 2 layers of the ITS. This ensures that the track is well-defined and has a

reliable position measurement near the primary vertex.

• TPC clusters: To ensure the accuracy of the track reconstruction, a minimum number

of TPC clusters (hits) is required. A track must have at least 70 TPC clusters out of a

possible 159 to be considered a good-quality track. This requirement helps in reducing

the contribution of short, poorly reconstructed tracks.

• Track Fit Quality: Tracks must have a reduced chi-square (χ2/NDF) value for the

TPC track fit less than 4. This criterion ensures that the track fit is reasonable and

the reconstructed trajectory is consistent with the measured points.

• Track Length: Tracks must have a minimum length in the TPC to ensure they are

not spurious or short tracks. Typically, a minimum track length of 120 cm is required.
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3.4 Data corrections

Detector effects can significantly smear the final measured multiplicity distribution in

high-energy physics experiments. These effects arise from various sources such as finite

detector resolution, inefficiencies in track reconstruction, and noise. Finite resolution can

cause inaccuracies in the determination of particle positions and momenta, leading to errors

in counting the actual number of particles. Inefficiencies in track reconstruction, where some

tracks are missed or falsely identified, can lead to an underestimation or overestimation of the

true multiplicity. Additionally, background noise and secondary interactions can introduce

spurious tracks, further distorting the multiplicity distribution. To determine these effects

Monte-Carlo simulations of the detector mechanics and geometry are used in conjunction

with simulated physics to resolve the detectors influence on the measurement. Detectors are

typically simulated using a software package known as GEANT [65].

3.4.1 Bayesian Analysis

A commonly used method for determining and correcting for detector effects is Bayesian

Unfolding. This unfolding procedure adopts a Bayesian statistical approach, iteratively

refining the estimate of the true distribution.

Given a prior distribution, an unfolding matrix is computed and used to obtain an un-

folded distribution. The latter then serves as a new prior for the next iteration. This process

repeats until the method converges to a stable solution.

Below are the steps followed in the Bayesian unfolding procedure [62,66]:

1. Definition of Response Matrix: The response matrix, Rij, defines the probability

that a true event in bin i is observed in bin j. This matrix is determined from Monte

Carlo simulations of the detector response (determined by GEANT) to known input
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distributions (determined by event generators like PYTHIA).

Rij =
Number of events generated in bin i and reconstructed in bin j

Total number of events generated in bin i
(3.13)

2. Initialization: The procedure begins with an initial prior, P (0), which is chosen to be

the measured distribution, M .

P (0) =M (3.14)

3. Computation of Unfolding Matrix: For the n-th iteration, an unfolding matrix

M (n) is computed as follows:

M
(n)
ji =

RijP
(n−1)
i∑

k RkjP
(n−1)
k

(3.15)

where Rij denotes the element of the response matrix in the i-th row and j-th column.

4. Unfolding: The unfolded distribution, U (n), is then calculated by applying the un-

folding matrix M (n) to the measured distribution, M .

U
(n)
i =

∑
j

M
(n)
ji Mj (3.16)

5. Update of Prior: The unfolded distribution U (n) is normalized and serves as the new

prior P (n) for the next iteration.

P (n) =
U (n)∑
i U

(n)
i

(3.17)
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This iterative process continues until a predetermined number of iterations is reached.

We find the optimal number of iterations by observing the (χ2) value.

Figure 3.4: Response matrices for INEL events using PYTHIA and EPOS event generators.
Ratios compare PYTHIA generated true distributions to unfolded distributions.

84



Figure 3.5: Response matrices for INEL>0 events (INEL events with at least one particle
generated at mid rapidity) using PYTHIA and EPOS event generators. Ratios compare
PYTHIA generated true distributions to unfolded distributions.

χ2 Convergence in Bayesian Unfolding

The iterative Bayesian unfolding process relies on a metric to determine the convergence

of the solution. A common choice for this metric is the chi-square (χ2) statistic, which

quantifies the deviation of the unfolded distribution from the true distribution, normalized

by the statistical uncertainty.

The χ2 value for the n-th iteration is computed as follows:

χ2
n =

1

N

∑
i

(U
(n)
i − Ti)

2

σ2
Ti

(3.18)

whereN is the number of bins, Ti represents the true distribution, and σTi
is the statistical

uncertainty associated with Ti.

For each iteration, the difference between the unfolded and true distributions is calculated
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for each bin and then squared. This squared difference is divided by the variance of the true

distribution to normalize it, taking into account the associated uncertainties. Summing up

these normalized squared differences for all bins and then dividing by the number of bins

gives the χ2 value.

A lower χ2 value signifies a closer match between the unfolded and true distributions.

The procedure aims to minimize this statistic to obtain the best possible estimate of the

true distribution.

The unfolding process is considered to have converged when the χ2 value becomes stable,

i.e., when the change in χ2 from one iteration to the next falls below a predefined thresh-

old. At this point, the unfolded distribution is regarded as the best estimate of the true

distribution, given the measured data and response matrix.

The significance of the χ2 statistic lies in its role as a goodness-of-fit indicator, pro-

viding a quantifiable measure of how well the unfolded distribution approximates the true

distribution, given the inherent statistical uncertainties.
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Figure 3.6: χ2 vs number of iterations, the unfolding procedure seeks to minimize this value
until a stable point is reached.

Closure test

To ensure our unfolding procedure is correctly producing the true distribution a closure

test is performed. This is done by splitting a MC produced set into 2 subsets. One sub-

set is used to generate the response matrix, the other is used to produce a generated and

reconstructed distribution. The two MC data sets both use all the same tunes to simulate

the detector response and the same event generator (PYTHIA) to simulate the collision. If

the unfolding procedure is working we should be able to unfold the reconstructed distribu-

tion from subset one using the response matrix obtained from subset two, and recover the

generated distribution of subset one.
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Figure 3.7: Generated and unfolded MC distributions to demonstrate the effectivness of the
unfolding procedure. The ratio should be near 1, deviations from one contribute to the MC
non-closure systematic error

Corrected Results

After performing the unfolding procedure we have the final distributions corrected for

detector effects. We observe an increase in average multiplicity after the correction. This

increase in the average multiplicity is expected because the detector response is dominated

by inefficiencies and tracks are lost in the measuring process.
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Figure 3.8: Corrected multiplicity distribution for 13 TeV.

3.5 Error Estimation

Error estimation is crucial in data analysis to quantify the reliability and precision of the

measured results. Statistical errors arise from the inherent randomness and limited size of the

data sample, and they can be reduced by increasing the sample size. Systematic errors, on

the other hand, stem from biases or inaccuracies in the measurement process or experimental

setup, and they are not reduced by increasing the sample size. Both types of errors should

be carefully estimated and considered to ensure that the final results accurately reflect the

true values and to account for any potential biases or uncertainties in the measurements.

Proper error estimation allows for meaningful comparisons between experimental data and

theoretical predictions, and it is essential for drawing reliable scientific conclusions.

3.5.1 Statistical Error

The statistical uncertainties of the unfolded distribution are directly obtained from the

diagonal elements of the covariance matrix. For a given variable, the variance is defined as

the expectation of the squared deviation of this variable from its expected value. Thus, the
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square root of the diagonal elements of the covariance matrix provides the standard deviation,

or the statistical uncertainty, associated with each bin in the unfolded distribution.

The covariance matrix Σ is given by:

Σ = (RTV −1R)−1, (3.19)

where R is the response matrix, V is the covariance matrix of the measured distribution,

and RT is the transpose of the response matrix. Here, V −1 is the inverse of the covariance

matrix of the measured distribution, which weights the response matrix in accordance with

the measurement uncertainties.

The variance (square of the statistical uncertainty) for the ith bin in the unfolded distri-

bution is then the ith diagonal element of the covariance matrix Σ, denoted as Σii:

Var(D
(n)
unfolded,i) = Σii, (3.20)

And the statistical uncertainty for the ith bin is the square root of the variance:

σ
D

(n)
unfolded,i

=
√

Σii. (3.21)

Thus, the covariance matrix not only provides the uncertainties of the unfolded distri-

bution but also information about how these uncertainties are correlated across different

bins.

90



Figure 3.9: Statistical errors calculated from the diagonal of the unfolded covariant matrix

3.5.2 Systematic Error

In this section I will describe a few sources of systematic error and how they contribute

to the overall error estimation.

Monte-Carlo non-closure systematic uncertainty

The Monte Carlo non-closure uncertainty is a type of systematic uncertainty that arises

when we estimate physical quantities by unfolding detector-level measurements to the parti-

cle or parton level. Unfolding is a technique used to correct the smeared and distorted data

due to the finite resolution and efficiency of the detector, and to account for the acceptance.

To estimate this uncertainty, we can use a simulated Monte Carlo dataset, generated from

the PYTHIA event generator.

The procedure is as follows [62]. Firstly, generate a ’truth’ distribution Dgen and a ’recon-

structed’ distribution Drec from the PYTHIA Monte Carlo data, where Drec has been pro-

cessed through the detector simulation. Then using a separate subset of the same MC data

generate the response matrix. Next, perform the unfolding procedure on the ’reconstructed’

distribution Drec to obtain an ’unfolded’ distribution Dunfolded. The ratio r = Dgen

Dunfolded
of the
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generated or true distribution to the unfolded distribution is then calculated. In an ideal

situation, this ratio should be unity everywhere. However, due to statistical fluctuations

and potential biases in the unfolding procedure, there may be deviations from unity. These

deviations are then used to estimate the non-closure uncertainty. The relative non-closure

uncertainty for each bin can be calculated as |1− r|. For the absolute uncertainty, one can

then multiply this relative uncertainty by the value of the bin content itself.

Figure 3.10: Relative systematic errors due to the performance of the unfolding procedure.

Event generator systematic uncertainty

Systematic uncertainties can arise from the choice of the event generator used in the

simulation and unfolding process. This is due to the fact that different event generators may

model the underlying physics of the collision events differently, resulting in different response

matrices and thus different unfolded results. To quantify this uncertainty, one can compare

the unfolded results obtained from different event generators [62].

In this case, we have two histograms: one is reconstructed using PYTHIA and unfolded

using a response matrix derived from PYTHIA, let’s denote this asDunfolded, PYTHIA; the other

is reconstructed using PYTHIA and unfolded using a response matrix derived from EPOS

[67](another event generator), denote this as Dunfolded, EPOS. The ratio r =
Dunfolded, EPOS

Dunfolded, PYTHIA
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can then be calculated.

If the two event generators model the underlying physics identically, this ratio should be

unity. However, due to the different approximations and physics inputs in the two generators,

there may be deviations from unity. These deviations give an estimate of the systematic

uncertainty due to the choice of the event generator. The relative event generator systematic

uncertainty for each bin can be calculated as |1− r|. To obtain the absolute uncertainty, one

can multiply this relative uncertainty by the value of the bin content itself.

Figure 3.11: Relative systematic errors due to event generator dependence of the unfolding
procedure.

3.5.3 Total Error

Finally once each source of error is determined and quantified the total error is obtained

by summing each of these sources of error per bin. Comparing each source of error it is clear

that the statistical error is negligible due to the high number of statistics provided by the

LHC. Systematic errors associated with non-closure in the unfolding procedure and choice

of event generator are small but not negligible. These systematic errors are particularly high

for low multiplicity events, as shown in the figure below.
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Figure 3.12: Total relative (percent) errors for each bin the multiplicity distribution including
statistical errors and both sources of systematic error.

3.6 Final State Entropy

Entropy in the final state is defined by the level of disorder in the multiplicity distribution

P(n). P(n) defines the probability of finding n produced hadrons after the collision. We can

quantify the level of disorder in this distribution using the Shannon entropy. This will

by calculated using multiplicity distributions from published results up to 8 TeV and the

results of the measurement at 13 TeV described in the previous chapter. A comparison of

the final-state entropy will also be made between data and PYTHIA using different tunes.
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3.6.1 Mean Halving Transformation

Figure 3.13: Produced hadron multiplicity distributions from ALICE data [62]

Above are multiplicity distributions from p-p collisions measured at |η| < 1. These dis-

tributions P(N) represent the probability of finding N particles within that region. Because

these distributions are generated by both protons a transformation on the distribution needs

to be made in order to make a meaningful comparison to PDFs, which represent the parton

distribution in a single proton. In making this transformation an assumption is made that

half of the produced hadrons are coming from one proton and half is coming from the other.

Under this assumption we ”squeeze” the distribution such that the mean is reduced by half.

We will describe two equivalent methods for performing this transformation, one involving
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a fit and one using a bin counting method.

Negative Binomial Distribution Fit

The negative binomial distribution (NBD) is a discrete probability distribution that is

widely used to describe the multiplicity distributions of particles produced in proton-proton

(p-p) collisions.

Mathematically, the probability mass function of the negative binomial distribution is

given by [62]:

PNBD(n; ⟨n⟩, k) =
Γ(n+ k)

Γ(k)Γ(n+ 1)

(
⟨n⟩

⟨n⟩+ k

)n(
k

⟨n⟩+ k

)k

, (3.22)

where n is the number of particles produced, ⟨n⟩ is the average number of particles (mean

multiplicity), k is a parameter related to the dispersion of the distribution, and Γ denotes

the gamma function.

The parameter k controls the shape of the distribution. When k is large, the negative

binomial distribution approaches the Poisson distribution, which appears to be the case as

we increase the collision energy.

In the context of p-p collisions, the NBD provides a good fit to the observed multiplicity

distributions across a wide range of energies. It captures features of the data, such as the

long tail at high multiplicities, which is indicative of events with higher particle production.

It should be noted that in order to capture the shape of the distribution a low multiplicity

a double weighted NBD is required.

The method for transforming the distribution using this fit was described by Tu et. al [51].

The procedure involves taking the NBD fit to the distribution and cutting the parameter

associated with the mean in half while keeping the remainder of the parameters the same.

Essentially the mean is cut in half while the relative variance is kept constant.

96



Bin Counting

A simpler method for performing the mean halving transformation involves bin counting.

In this method, a new histogram is created where each bin is filled with the value from

the corresponding bin in the original histogram, but associated with twice the number of

particles. Mathematically, if Poriginal(N) represents the original multiplicity distribution,

then the new distribution Pnew(N) is defined as:

Pnew(N) = Poriginal(2N). (3.23)

This means that the value of the new distribution at bin N is taken from the original

distribution at bin 2N . For example, the bin associated with N = 1 in the new distribution

will be filled with the value from the original distribution at N = 2 such that Pnew(1) =

Poriginal(2), and so on.

By applying this transformation, the mean of the multiplicity distribution is effectively

halved, which allows for a meaningful comparison to parton distribution functions (PDFs)

that represent the parton distribution in a single proton.

Final Distribution

Once the transformation has been made the distributions are re-normalized to unity so

that they are reflective of a true probability distribution. A comparison of the distribution

after transforming using both methods is shown below. It is clear from the figure that

both methods are relatively equivalent, and will give very similar values for the final state

entropy. In this analysis the distribution transformed with our bin counting method was

used for entropy calculations.

97



Figure 3.14: Transformed multiplicity distribution reflective of a single proton using a fit
method and a bin counting method.

3.6.2 Comparison to PYTHIA

Now with corrected data and a distribution reflective of a single proton we can quantify

the level of disorder in the system by summing over the distribution in the following way:

S(N) = −
∞∑
n=1

pn ln pn, (3.24)

Where S(N) represents the Shannon entropy in the particle number basis1, and pn represents

the probability of the nth bin.

1defined in chapter 1
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Figure 3.15: Final state entropy compared to the event generator PYTHIA using 3 diffrent
tunes.

Entropy is calculated using data from ALICE and compared to entropy calculated from

distributions generated by PYTHIA. Three different tunes of PYTHIA were used2 either

allowing or disallowing CR and MPI. The color reconnection model was tuned considering

both two string recombination modes (leading color) and three string color recombination

modes (beyond the leading color).

It is clear that PYTHIA underestimates the final state entropy even with the most sophis-

ticated tune involving both MPI and CR. PYTHIA does not take into account entanglement

of the initial state partons, this may be a possible explanation for why the model underesti-

mates the data. Furthermore, when MPI is off the entropy is vastly underestimated and the

2MPI and CR are defined in the chapter 1 in the section on PYTHIA
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slope of the points is reduced at low-x. It may be possible that the MPI tune is mimicking

at least partially the effects of entanglement.
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Chapter 4

Initial State

Figure 4.1: Decoherence of the maximally entangled state occurs between the partons probed
in the interaction region A and the remainder of the partons in region B.

Information in the initial state is stored in density matrix of the constituent partons. We

seek to understand how a quench in the initial state gives rise to the final state distribution.

Prior to the collision the proton exists in a pure state, meaning all the constituent partons are

101



fully entangled. At the moment of collision there is a separation of the wave function between

a portion that interacts with the other proton and the portion that is unprobed. This causes

decoherence between partons in each region. This decoherence gives rise to a redistribution

of information that mimics a thermodynamic distribution. We will neglect entanglement in

the longitudinal direction assuming that flux tube merging creates a completely coherent

state within the interaction1. Therefore, the entropy of the interaction can be simplified to

an entropy created at the ends of strings generated by parton-parton interactions.

4.1 Parton Distribution Functions

Parton Distribution Functions (PDFs) are fundamental components in Quantum Chro-

modynamics (QCD) that describe the probability densities of finding a parton (quark or

gluon) within a hadron (such as a proton) carrying a specific fraction of the hadron’s mo-

mentum. PDFs are crucial for making theoretical predictions for high-energy processes

involving hadrons. These distributions are extracted from DIS cross sections as described in

chapter 1.

4.1.1 Dependence on the Q2 Scale

The PDFs are not static but evolve with the energy scale Q2 of the probing interac-

tion. This evolution is governed by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)

equations, which describe how the PDFs change with Q2 [68]:

∂fi(x,Q
2)

∂ lnQ2
=

∑
j

∫ 1

x

dy

y
Pij(y, αs(Q

2))fj

(
x

y
,Q2

)
, (4.1)

1This approach is supported by the color glass condensate model describe in chapter 1
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where fi(x,Q
2) represents the PDF for parton i, Pij(y, αs(Q

2)) are the splitting functions

that describe the probability of a parton j splitting into a parton i with a fraction y of

the original parton’s momentum, and αs(Q
2) is the strong coupling constant. The relevant

energy scale at which protons are probed in the LHC is called the gluon saturation scale.2

4.1.2 Dependence on the Strong Coupling Constant

Figure 4.2: Coupling constant as a function of the energy scale Q [25]. Averaging over each
of the results gives a baseline coupling constant at the energy scale of the Z boson mass
equal to about 0.1189

The strong coupling constant αs is a crucial parameter in QCD, describing the strength

2This scale is defined in chapter 1 and calculated from the average of x as described in chapter 3
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of the interaction between quarks and gluons. The value of αs decreases with increasing Q2,

a phenomenon known as asymptotic freedom. The running of αs with Q2 is described by

the renormalization group equation [25]:

dαs(Q
2)

d lnQ2
= −β(αs(Q

2)), (4.2)

where the beta function β(αs) can be expanded as:

β(αs) = β0
α2
s

4π
+ β1

α3
s

(4π)2
+ · · · , (4.3)

with β0 = 11− 2
3
nf and β1 = 102− 38

3
nf , where nf is the number of active quark flavors.

The dependence of PDFs on αs introduces an additional complexity in their determina-

tion and evolution, as both the splitting functions Pij(y, αs(Q
2)) and the PDFs themselves

are functions of αs.

Typically PDFs start from a reference scaleMz (MZ is the mass of the Z boson), which is

constant, and the strong coupling constant at any scale Q2 can be obtained through evolution

of the DGLAP equations [69].

The value of αs(MZ) has been measured in various experiments, as shown in the above

figure there is some disagreement on the magnitude of this constant. Averaging over all

predictions gives a value for the reference scale equal to about 0.1189 [25].

4.1.3 Series Expansion: LO, NLO, NNLO

The DGLAP equations and the calculation of cross sections involving PDFs can be

expanded in a perturbative series in terms of αs. These expansions are referred to as Leading

Order (LO), Next-to-Leading Order (NLO), and Next-to-Next-to-Leading Order (NNLO),

ect. [70].
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Leading Order (LO)

At LO, the splitting functions and the cross sections are calculated using the lowest-order

Feynman diagrams. This provides a first approximation to the PDFs and their evolution:

P LO
ij (y) = P

(0)
ij (y). (4.4)

LO calculations are the simplest and provide a basic understanding of parton dynamics.

Higher Order Expansions

At NLO, the calculations include corrections from one-loop Feynman diagrams. These

corrections provide more accurate descriptions of the PDFs and their evolution:

PNLO
ij (y) = P

(0)
ij (y) +

αs

2π
P

(1)
ij (y). (4.5)

At NNLO, the calculations include corrections from two-loop Feynman diagrams, further

improving the accuracy of the PDFs and their evolution:

PNNLO
ij (y) = P

(0)
ij (y) +

αs

2π
P

(1)
ij (y) +

(αs

2π

)2

P
(2)
ij (y). (4.6)

4.1.4 Justification for LO at Low Q2

At low Q2, the strong coupling constant αs is large, making the perturbative series

expansion less convergent. The LO approximation, which includes only the leading-order

terms, provides a simple and robust description without the need for complicated higher-

order corrections that may be less accurate in this regime.

Additionally, the gluon density at low Q2 is often dominated by non-perturbative effects
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that are not well-captured by higher-order perturbative QCD calculations. Using the LO

approximation allows for a straightforward representation of the gluon distributions while

avoiding the complexities and uncertainties associated with higher-order terms.

4.2 Extrapolating PDFs

PDFs reflecting different experimental fits are published by many collaborations. These

PDFs are generally published at some defined range in x and starting at a reference scale

αs(MZ) as described by the previous section. In order to make a comparison to the kinematic

range of our final state distributions these initialized PDFs are extrapolated using various

interpolation methods and DGLAP evolution calculations.

4.2.1 LHAPDF

The LHAPDF (Les Houches Accord PDF) framework is a software library designed to

provide a standardized interface for Parton Distribution Functions (PDFs) used in high-

energy physics simulations and calculations [70]. The main aim of the LHAPDF is to fa-

cilitate the usage and comparison of various PDF sets from different collaborations, such

as MSTW, HERAPDF, CT, and NNPDF. By providing a unified interface to access these

PDF sets, LHAPDF greatly simplifies the process of incorporating PDFs into theoretical

predictions and experimental analyses.

4.2.2 Features of LHAPDF

The LHAPDF framework offers several key features that make it a valuable tool for

high-energy physicists:

• Unified Interface: LHAPDF provides a single, consistent interface to access PDF
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sets from various groups. This allows users to easily switch between different PDF sets

without having to change their code significantly.

• Interpolation and Extrapolation: The framework includes interpolation and ex-

trapolation algorithms that enable users to evaluate PDFs at any point in the (x,Q2)

plane within the limits of the PDF sets. This allows for a more accurate determina-

tion of parton densities in different kinematic regions, including the low x and low Q2

regime.

• Error Estimation: LHAPDF provides tools for estimating uncertainties associated

with the PDFs, which can be propagated to the final results of theoretical predictions

or experimental analyses.

• Compatibility: The framework is designed to be compatible with various program-

ming languages and platforms, including C++, Fortran, and Python. This makes it

accessible to a wide range of users and allows for seamless integration with existing

software packages used in high-energy physics.

4.3 Hessian Errors

In high-energy physics, the uncertainties in Parton Distribution Functions (PDFs) can

significantly impact the predictions for various observables and cross sections. Estimating

these uncertainties is crucial when comparing theoretical predictions to experimental data.

One of the widely used methods to estimate PDF uncertainties is the Hessian approach.

In this section, we will discuss how the Hessian approach is employed in the LHAPDF

framework to predict PDF uncertainties.

The Hessian approach is based on the quadratic expansion of the χ2 function, which

measures the goodness of fit between the experimental data and theoretical predictions.
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By expanding the χ2 function around its minimum, the Hessian approach allows for the

determination of uncertainties in the fitted PDF parameters [71].

In the Hessian approach, the PDF uncertainty is represented by a symmetric error matrix,

known as the Hessian matrix. The Hessian matrix is defined as the second derivative of the

χ2 function with respect to the PDF parameters:

Hij =
∂2χ2

∂ai∂aj
, (4.7)

where ai and aj are the PDF parameters. The eigenvectors of the Hessian matrix corre-

spond to the principal directions in the parameter space, while the eigenvalues represent the

uncertainties along these directions.

4.3.1 Using the Hessian Approach in LHAPDF

The LHAPDF framework incorporates the Hessian approach to provide a consistent

method for estimating PDF uncertainties across different PDF sets [71]. Once the Hessian

matrix is obtained from the global fit, a set of eigenvector PDFs is generated, corresponding

to the principal directions in the parameter space. Typically, there are 2N eigenvector PDFs,

where N is the number of independent PDF parameters.

The eigenvector PDFs can be used to estimate the uncertainty in any observable or cross

section. For a given observable O, the PDF uncertainty can be calculated as follows:

∆O =

√√√√ N∑
i=1

[
O(a+i )−O(a−i )

2

]2
, (4.8)

where O(a+i ) and O(a
−
i ) are the values of the observable calculated using the i-th pair of

eigenvector PDFs, and N is the number of independent PDF parameters.

The LHAPDF framework provides tools and functions to access the eigenvector PDFs
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and calculate the uncertainties for various observables and cross sections. By using the

Hessian approach, LHAPDF ensures a consistent treatment of PDF uncertainties, allowing

for a reliable comparison between theoretical predictions and experimental data.

4.4 Generated PDFs

The following PDFs were extrapolated using the LHAPDF framework. One set extrap-

olated from published results of the MSHT collaboration using a reference scale of αs(MZ)

= 0.13 GeV 2 [72]. Two more sets were generated from published results of the NNPDF

collaboration, one using the reference scale αs(MZ) = 0.13 GeV 2 and another at αs(MZ) =

0.119 GeV 2 [73].

Figure 4.3: PDF set defining the initial state of the proton from the MSHT collaboration at
αs(MZ) = 0.13 GeV 2. [72]
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Figure 4.4: PDF set defining the initial state of the proton from the NNPDF collaboration
at αs(MZ) = 0.119 GeV 2 [73]
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Figure 4.5: PDF set defining the initial state of the proton from the NNPDF collaboration
at αs(MZ) = 0.13 GeV 2. [73]

In the above figures red bands represent the distribution of gluons, blue bands represent

sea quarks, and green bands represent valance quarks. Red vertical lines represent the

kinematic range (defined by the range in η in the final state) over which these PDFs are

integrated to to get the total number of partons.

4.5 Initial State Entropy

An initial-state entropy can now be calculated based on the distribution of partons defined

by the PDFs shown in the previous section. Due to a lack in information contained in the off
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diagonal elements of the parton density matrix we will make a calculation of the ”entropy

of ignorance” defined in chapter 1:

SI = −Tr (ρI ln ρI) . (4.9)

Where ρI represents a matrix with off-diagonal elements equal to 0. In a system comprised

mostly of indistinguishable gluons the degrees of freedom associated with the diagonal ele-

ments represent individual partonic states (one for each parton), and the equation reduces

to:

SI = ln(Npartons) (4.10)

Where Npartons represents the number of interacting partons in the intial-state calculated

from PDFs as follows:

Npartons =

∫ x2

x1

xg(x)

x
dx+

∫ x2

x1

xΣ(x)

x
dx (4.11)

Where g(x) and Σ(x) represent the parton distribution functions f(x) for gluons and quarks

respectively, and the range x1−x2 represents the kinematic range (set by the pseudorapidity)

measured in the final state.

4.5.1 Correction for unmeasured neutral hadrons

Measuring neutral hadrons in high-energy particle collisions presents significant experi-

mental challenges. Unlike charged particles, neutral hadrons do not interact with electromag-

netic fields, making their detection and measurement more complex. This section explores

the difficulties associated with measuring neutral hadrons and discusses the assumption that

approximately one-third of the produced particles are neutral. We will make a correction in
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our initial state on the basis of this assumption [53].

Equal Distribution Assumption

In high-energy collisions, charge conservation ensures that the number of positively

charged particles is balanced by an equal number of negatively charged particles. Fur-

thermore, the production mechanisms for hadrons are generally symmetric with respect to

charge. In processes such as hadronization, where quark-antiquark pairs are produced, the

probabilities of forming positive, negative, and neutral hadrons are expected to be similar.

The assumption can be mathematically expressed as:

Ntotal = Npositive +Nnegative +Nneutral, (4.12)

where Ntotal is the total number of produced particles, Npositive is the number of positively

charged particles, Nnegative is the number of negatively charged particles, and Nneutral is the

number of neutral particles. Assuming equal distribution, we have:

Npositive ≈ Nnegative ≈ Nneutral ≈
Ntotal

3
. (4.13)

Experimental data from high-energy collisions, such as those conducted at the Large

Hadron Collider (LHC) and other facilities, support the assumption of an approximately

equal distribution of positive, negative, and neutral hadrons. While direct measurements of

neutral hadrons are challenging, indirect evidence from charged particle measurements and

overall particle multiplicities supports this assumption.

113



Implementation

Because we feel confident in assuming 1/3 of the produced hadrons are neutral, and these

are not considered in the final state charged particle distributions we will make a correction

to account for this. We will make this correction by assuming one-third of the partons in

the initial state are involved in the production of neutral particles and we will remove that

one-third. The calculation of the initial state entropy then becomes:

S = ln(2/3(Ngluons +Nquarks)) = ln(Ngluons +Nquarks) + ln(2/3) (4.14)
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Chapter 5

Final Results and Conclusions

This chapter will discuss the final results of the multiplicity analysis for p-p collisions

at 13 TeV. It will also compare the information spread and entanglement entropy between

the final and initial states. A final interpretation of the results will be made, including

conclusions drawn about entropy generated from different partonic sources and how the

strength of the strong coupling constant affects the initial entropy calculation. Finally we

will address open questions and the need for future studies.
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5.1 Multiplicity at 13 TeV

Figure 5.1: Final result for the multiplicity distribution for the INEL>0 event class at
−0.5 < η < 0.5

Analysing ALICE data at 13 TeV for the INEL>0 event class yields the distribution

shown above. This distribution is corrected for detector inefficiencies and influences. Errors

reflect both statistical and systematic sources of uncertainty, though they are dominated by

systematic errors.
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Figure 5.2: Average multiplicity at mid rapidity for all energies follows a power law fit.

In has been shown that average multiplicity at mid-rapidity follows a power law trend.

In the context of this work the increase can be attributed to the increase in the number

of participating partons. As the energy in the collision increases we probe deeper into the

protons wave function where a steep rise the the number of gluons is expected. Results from

this analysis are consistent with the expected average multiplicity derived from a power-law

fitting of the data.

5.2 Information Spread in the Initial and Final States

Using the 1+1 toy model of non-linear QCD evolution of the BK equation1, Kharzeev and

Levin demonstrated that one can construct a generating function that captures the non-linear

interactions leading to dipole formation, in an entangled system, at different rapidities [45].

1This model was described in chapter 1
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Using this generating function and assuming an NBD distribution in the final state one can

calculate the expected moments of the final state distribution.

C2 = 2− 1

n̄
(5.1)

C3 =
6(n̄− 1)n̄+ 1

n̄2
(5.2)

C4 =
(12n̄(n̄− 1) + 1)(2n̄− 1)

n̄3
(5.3)

C5 =
(n̄− 1)(120n̄2(n̄− 1) + 30n̄) + 1

n̄4
(5.4)

Figure 5.3: Comparison of theoretical moments calculated from a 1+1 toy model of particle
production using color dipoles as described in chapter 1 [45], to final-state moments of the
multiplicity distribution.
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Statistical moments describe the spread of a distribution. In information theory we can

think of these moments as describing the spread of information in the system. Higher order

moments are more sensitive to this information spread. Comparing the moments from AdS-

CFT calculations to the experimentally measured moments, we observe relatively strong

agreement in the information spread, particularly at low-x.

Agreement seen here offers an indication that there is no significant increase in infor-

mation spread during the systems evolution. This points to the possibility of entanglement

surviving the systems evolution, and decoherence being the driving mechanism behind mat-

ter generation.

5.3 Comparing the Final and Initial State Entropy

As described in the previous chapters of this work entropy provides a metric for under-

standing the degree of information loss in a system. In the context of p-p collisions this

information loss happens due to decoherence in the initial entangled state of partons. En-

tropy also relates to thermodynamic properties such as temperature, which is a macroscopic

quantity. We seek to resolve a correspondence between the purely quantum system found in

the initial state, and a thermal-like system in the final state displaying macroscopic collective

behavior.

5.3.1 Quark Contribution to Entropy

In the initial paper defining the measurement of entropy in p-p collisions it was believed

that quark contributions to the initial-state entropy were negligible [51]. However, we observe

a significant rise in the initial entropy when taking into account the contributions from both
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gluons, sea quarks, and valence quarks as shown in the figure below.2

Figure 5.4: Comparison of final-state entropy to initial state entropy (a) without quark
contribution (b) with all quark contributions.

5.3.2 Correcting for unmeasured degrees of freedom

Duan et. all made a theoretical calculation relating the entropy of ignorance to the true

entanglement entropy [52]. In the context of the Color Glass Condensate (CGC) framework.

The calculated ratio SI/SE, which varies with the transverse momentum q, as shown

in the figure below, approaches unity at large q. This disparity between the two forms of

entropy arises from the experiments inability to measure all correlated degrees of freedom.

2Valence quark contributions are near 0, but the sea quarks contribute significantly to the entropy.
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Figure 5.5: Ratio between the entropy of ignorance and entanglement entropy in the initial
state. [52]

Because we believe there is no entropy increase during the systems evolution, the final

state entropy would be equal to the entanglement entropy reflective of the full density matrix

in the initial state. However, our calculation of entropy only considers the diagonal elements

of the density matrix3, as defined by the CGC model, and therefore not reflective of the

true entanglement entropy. A correction on the initial-state is made to account for these

unmeasured degrees of freedom thus increasing the final state entropy. This correction

becomes negligible at high Q2 and therefore not relevant in past analyses using DIS data

which is binned in Q2 > 5GeV 2.

3Off diagonal elements of the density matrix representing correlations between unmeasured degrees of
freedom in our experiment.
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Figure 5.6: Final state entropy including all corrections compared to initial-state entropy
with all partonic contributions.

After making the correction we see strong agreement within errors between the initial

and final state entropy. Again we observe a stronger correspondence at low-x. This provides

further evidence that the entanglement is preserved giving rise to the final state characterized

by macroscopic behavior.

5.4 Verification of a Low αs(MZ)

As described in the previous chapter there exists some discrepancy on the value of the

reference scale αs(MZ) used in the calculation of PDFs and other quantities. We compared

the final-state entropy to the initial-state entropy with three different PDF sets using different

values of the reference scale αs(MZ).
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Figure 5.7: Final state entropy including all corrections in red, and the initial state entropy
shown by colored bands for 3 models at different values of αs(MZ).

Results show stronger agreement between the entropy for αs(MZ) = 0.119 GeV 2 when

compared to a higher value αs(MZ) = 0.13 GeV 2. This value is closer to the global average

which is reported to be approx 0.1189 GeV 2 [25]. Our results offer further evidence of a

αs(MZ) value near the average.

5.5 Future Studies

This study has offered some preliminary evidence of entanglement surviving the evolution

of a hadronic collision. However, it has yet to be seen if this correspondence exists in

larger systems which irrefutably generate a QGP. Further studies in these larger systems are

necessary to elucidate the idea of entanglement surviving this phase of strongly interacting
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matter.

Additionally, studies of entanglement entropy should be done more differentially in x

to explore the full Page curve. Studies should also be done using particle identification to

understand how entanglement plays a role in the species of generated matter and how quarks

and gluons individually contribute each cross section.

Figure 5.8: Entropy as a function of x on a log scale, showing the region where saturation
should be observed in future studies.

Finally, in the theoretical framework of a CGC there should exist gluons saturation at

low-x this has yet to be seen and should be evident in the entanglement entropy. Studies

should be done at lower values of x, a kinematic regime which will be further explored by

the Electron Ion Collider (EIC) [74] in the coming years.
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5.6 Conclusion

It is understood that a system involving colliding hadrons at high energies behaves like a

thermodynamic process. In order to model the hydrodynamic-like behavior that is observed

within these collisions very early thermalization is required. This early thermalization can

be explained using quantum entanglement. In the final state a direct connection can be

drawn between the entropy used to define macroscopic properties (like temperature) and the

entanglement entropy generated from a quantum system.

In order to prove these hypotheses, and verify previous studies in simpler systems (e-p) we

look for signatures of entanglement in hadronic collisions. The smallest system that displays

collective behavior, indicative of QGP formation, are high energy p-p collisions. In an effort

to provide experimental evidence of entanglement both surviving the system evolution and

driving the final state particle yields we looked for signatures of entanglement within the

distribution of final-state hadrons produced in p-p collisions at the LHC.

Comparing the entanglement entropy and information spread in the initial state (defined

by model predictions fitted to data (PDFs)) and the final state, we find a strong correspon-

dence. This correspondence indicates that entanglement does in fact survive the system

evolution, and has a considerable effect on matter generation.

Experimental evidence has shown that high energy hadronic collisions behave like a hy-

drodynamic system in thermal equilibrium. Furthermore, the entropy calculated in the final

state is proportional to the thermodynamic entropy from which one can derive a temper-

ature in a thermalized system. Agreement between the initial-state entanglement entropy,

derived from fundamental quantum principles and QCD, and the final-state entropy offers a

powerful example of macroscopic behavior as emergent behavior from a quantum system.

Finally, high energy collisions are often used in understanding the Big Bang and early

evolution of the universe. In the context of this study, and its implications in describing
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the early universe, some interesting philosophical conclusions might be drawn. Prior to

the initial bang that began the universe as we know it, it is believed all the energy of the

universe was contained in a point like object. This singularity is understood to be perfectly

symmetric and coherent. Much like our proton, the universe represented a pure quantum

state with all possible configurations of the universe contained in its wavefunction. While it

is not understood what caused the Big Bang, if it was a similar process to that of hadronic

collisions, one might conclude that entanglement in that initial state drove the expansion

and the distribution of matter in the very early universe.4 Such behavior would suggest a

universe set in motion by the inexorable pull of fate.

4A continued thermodynamic evolution of the universe over time would undoubtedly destroy evidence of
coherence in the initial state, making such a conjecture impossible to prove in our current understanding of
physics. Physics without some framework for measurement and experimental proof is not physics, making
this a purely metaphysical and philosophical statement.
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